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A B S T R A C T

Though ambiguity is inherent in language, humans are adept at re-
solving them from explicit context or implicit knowledge. Computer
algorithms, on the other hand, find it hard to resolve ambiguous
constructions like anaphora. This has changed with the introduction
of Deep Neural Networks to NLP. These networks, which contain
millions of parameters trained on billions of data points, can now
solve the aforementioned problems to a large extent, especially in
high-resource languages like English. However, their performance
is bound by the availability of labeled data. Increasing their perfor-
mance requires further expansion of model capacity or curation of
larger datasets which are prohibitively expensive and give diminish-
ing returns. Therefore, we need to find better ways of improving these
networks without relying on labeled data alone.

In this work, we propose three new methods to improve coref-
erence resolution: (1) Augmenting external knowledge: knowledge
bases contain enormous amounts of real-world knowledge which can
be used to resolve ambiguities that arise from grounding assump-
tions. We introduce a reinforcement learning-based approach that
improves performance by verifying model decisions against external
knowledge bases and rewarding them based on their validity (Chap-
ter 2), (2) Remodelling of tasks: performance of some tasks can be
improved if they are recast into a different form that is more suit-
able for learning. Since the availability of training data varies drasti-
cally across tasks, we remodel a low-resource task to take the form
of a high-resource task, and use models pre-trained for the latter and
finetune them to get significant improvements on the former (Chap-
ter 3), and (3) Encouraging coherence in MTL: in standard multitask
learning setups, strongly correlated tasks result in better overall per-
formance. Taking this a step further, we build simple meaning rep-
resentations from the outputs of the model to explicitly quantify the
coherence between them and use this coherence value as a reward to
further finetune the models (Chapter 4). We thoroughly experiment
with and analyze these methods and report performance improve-
ments across the board.

Finally, in the last part of this work, we introduce two general meth-
ods which can be used to improve a variety of NLP tasks: (1) Focus
Attention: we introduce a new kind of attention mechanism that en-
hances the faithfulness of transformer-based seq2seq models by bi-
asing the decoder to generate text which is thematically consistent
with the input. We show that this mechanism improves the faithful-
ness of state-of-the-art abstractive summarization systems (Chapter
6), and (2) Robust MAML: we improve the vanilla Model Agnostic
Meta-learning algorithm by introducing two new criteria, which ei-
ther minimizes the maximum risk across tasks or constrains the risk
of each task to be below a threshold. We evaluate these criteria on
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POS-tagging and question-answering to find that they work excep-
tionally well for out-of-distribution transfer, especially in zero- and
few-shot settings (Chapter 7).

A B S T R A K T

Mennesker er kompetente til at navigere i sproglige tvetydigheder,
hvor betydningen skal udledes af kontekst eller kræver implicit vi-
den. Computeralgoritmer har derimod svært ved at gennemskue me-
ningen bag sproglige virkemidler som anaforer. Dette har ændret sig
med introduktionen af Deep Neural Networks i NLP. Disse netværk, der
indeholder millioner af parametre trænet på milliarder af observatio-
ner, kan nu i høj grad løse førnævnte udfordringer især for sprog som
engelsk, hvor der findes et stort antal tilgængelige ressourcer. Resul-
tatet er dog dybt afhængigt af tilgængeligheden af observationer for
hvilken den sande betydning er kendt. At opnå bedre resultater kræ-
ver yderligere udvidelse af modellernes kapacitet eller indsamling af
datasæt i en størrelsesorden, hvor de bliver uoverkommelige at orga-
nisere og giver faldende afkast. Derfor er vi nødt til at finde bedre
måder at forbedre disse netværk uden at være afhængig af data, hvor
den sande betydning er kendt.

Denne afhandling foreslår tre nye metoder til at forbedre corefe-
rence resolution: (1) Forøgelse af ekstern viden: vidensbaser indeholder
enorme mængder af viden fra den virkelige verden, der kan bruges
til at løse uklarhed, der opstår på grund af grundantagelser. Vi intro-
ducerer en tilgang baseret på reinforcement learning, der fører til bedre
resultater ved at holde modelbeslutninger op mod eksterne vidensba-
ser og belønne dem baseret på deres gyldighed (Kapitel 2). (2) Om-
formning af opgaver: resultatet af nogle opgaver kan forbedres, hvis
opgaverne gives en anden form, der er bedre egnet til læringsbasere-
de løsninger. Da tilgængeligheden af træningsdata varierer drastisk
på tværs af opgaver, omformer vi en opgave ellers kendetegnet ved
et lavt antal ressourcer til en kendetegnet ved et højt antal ressour-
cer. Vi gør brug af præ-trænede modeller for sidstnævnte og fintuner
dem for at opnå en signifikant forbedring af førnævnte (Kapitel 3). (3)
Tilskyndelse af sammenhæng i MTL: i standardtilgange til multitask
learning fører stærkt korrelerede opgaver til et bedre samlet resultat.
Ved at tage dette et skridt videre kan vi bygge enkle repræsentationer
for betydning ud fra modellens output. Ud fra disse kan sammen-
hængen mellem dem kvantificeres og denne værdi for sammenhæng
kan bruges som belønning til videre fintuning af modellerne (Kapitel
4).

I den sidste del af denne afhandling introducerer vi generelle me-
toder, der kan bruges til at forbedre en række af opgaver i NLP: (1)
Focus Attention: vi introducerer en ny form for mekanisme til opmærk-
somhed, der øger troværdigheden af transformer-baserede seq2seq
modeller ved at biasdecoder. Målet er at generere tekst, der er tema-
tisk i overensstemmelse med input. Vi viser, at denne mekanisme
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forbedrer troværdigheden i state-of-the-art abstrakte opsummerings-
systemer (Kapitel ref ch: 05). (2) Robust MAML: vi forbedrer den
grundlæggende Model Agnostic Meta-learning algoritme ved at intro-
ducere to nye kriterier, som enten minimerer den maksimale risiko
på tværs af opgaver eller begrænser risikoen i hver opgave til at være
under en tærskelværdi. Vi evaluerer disse kriterier på POS-tagging
og question-answering for at finde ud af, at de overføres exceptionelt
godt til uden for fordelingen, især i (zero-) og few-shot sammenhænge
(Kapitel 7).
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1
I N T R O D U C T I O N

Human language is inherently concise. It is also highly ambiguous
if viewed without context. Over centuries, we have developed mech-
anisms like anaphora1 to communicate efficiently by eliminating syn-
tactic redundancies while maintaining semantic clarity. In particular,
coreference allows us to use shorter words (pro-forms) instead of re-
peating longer expressions. For example,

. . . . . .John and Mary went to the market. . . .He bought some shoes while she
browsed around. . . . . . .They went home soon after.

Here, ‘John’ in the first sentence is referred to as ‘he’ in the second
sentence. The same holds for ‘Mary’ and ‘she’. In the third sentence,
‘they’ refers to both ‘John’ and ‘Mary’. Formally, we say an expression
refers to another, or two expressions co-refer each other if they rep-
resent the same referent. Referents are usually entities like people or
things. The first expression where the referent is described without
using pro-forms is known as an antecedent2. All other references to
the antecedent are called mentions. In the above example, ‘John’ is an
antecedent, and ‘he’ and ‘they’ are mentions.

Resolving coreference can require contextual information available
explicitly or implicit knowledge of the world. Let us look at each case
briefly to understand why the latter is much harder for computers
than the former.

explicit context In this case, all information required to resolve
the coreference is explicitly made available by the speaker. For exam-
ple, in the example given above, we can easily resolve ‘he’ as referring
to ‘John’ by using the information present in the first sentence.3 We
can also write simple rules to make a computer identify such refer-
ences. However, this is not true for cases requiring real-world knowl-
edge.

implicit knowledge Our brain stores huge amounts of knowl-
edge related to the world around us, which is also consistent with that
of other people. This enables us to ground our communications eas-
ily using pro-forms without having to provide detailed context. For
example, if we ask someone, ‘Is it hot outside?’, we assume that the
listener understands that ‘it’ refers to a space external to the current
environment. The assumption is made since the speaker is confident
that they share a mental model of the world with the listener.4 An-

1 Here, anaphora is used in a broad sense, to include both anaphora and cataphora.
2 If the referent occurs after the mentions, then it is known as a postcedent.
3 We require certain world-knowledge to identify that ‘John’ is a better-suited an-

tecedent than ‘Mary’ because ‘he’ is a masculine pronoun. However, let us choose to
ignore it in this case.

4 These kind of references are known as indirect or associative anaphora.

3
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4 introduction

swering this question requires additional assumptions such as what
combinations of air temperature and humidity constitutes ‘hot’, etc.
On the other hand, communicating these assumptions with comput-
ers are non-trivial (Staggers and Norcio, 1993). An easier workaround
is to convert implicit knowledge into programming literals and store
them in memory. This allows us to check their values before making
decisions. For example,

if temp > 25 and humidity > 0.5:

print(" I t is hot ! ")
else:

print("Not so much. ")

In general, using such knowledge to disambiguate pro-forms is highly
challenging. Therefore identifying and resolving anaphoric ambigui-
ties is considered to be one of the foundational goals of language
research. The rest of the chapter gives an overview of important previ-
ous works on coreference resolution, stresses the importance of coref-
erence in today’s NLP landscape, and enumerates research contribu-
tions made in this thesis.

1.1 previous work

Classically, automatic coreference resolution relied heavily on linguis-
tic theories (Elango, 2005). Soon, statistical methods were developed
to find language patterns, which became features for machine learn-
ing algorithms. We shall now briefly look at essential works from
both categories.

1.1.1 Linguistic Approaches

hobb’s algorithm Being one of the earliest approaches, it mainly
used syntactic parse trees of sentences to resolve pronouns (Hobbs,
1986). Initially, the algorithm tries to find antecedents within the cur-
rent sentence of interest using a breadth-first search of the parse
tree. Explicit rules are written to accommodate nuances like contra-
indexing. Finally, parse trees of previous sentences are searched for
antecedents in reverse chronological order using the same method.
Overall, this method prefers antecedents that are closer to the men-
tions.

centring based methods These methods get their name from
being built on top of Centring Theory (Grosz et al., 1995). Centering
theory is a general framework for tracking the focal points or centers
of utterances. The Brennan-Friedman-Pollard (BFC, Brennan et al.,
1987) method works with the assumption that pro-forms help readers
focus their attention. This idea is used to find antecedents using for-
ward and backward centers of sentences. They construct all possible
backward-forward pairs and filter them based on certain constraints.
Then, they classify each pair based on hand-written rules and select
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1.1 previous work 5

the highest-scoring pairs, the backward centers of which become the
antecedents of the forward centers.

The Left-Right-Centering (Tetreault, 1999) algorithm refines BFC by
eliminating the need to generate all backward-forward pairs, which
is computationally expensive. It supports an incremental resolution
that is inspired by Hobb’s algorithm. It starts by searching for the
antecedent in the same sentence by looking at candidate forward-
centers that meet particular features and binding constraints. If not
found, the search is expanded iteratively to previous sentences. Many
other pronoun resolution methods have centering theory at their core,
such as (Kong et al., 2009; Uryupina, 2006).

Approaches like Strube, 1998 do not use centering in the traditional
sense. However, they use major ideas from it like entity hierarchies.
They maintain lists of entities already seen, and when a pronoun is
encountered, the entities are ranked using standard constraints such
as binding constraints, etc. This is more natural and how humans
interpret pro-forms.

methods for bridging references Associative anaphora, whose
antecedents are not directly mentioned in the discourse require bridg-
ing references. As elaborated previously, these kinds of references
require background knowledge. Early works like (Rahman and Ng,
2011a) used knowledge bases like YAGO (Suchanek et al., 2007) or
WordNet (Miller, 1995) to determine whether any connection exists
between candidate antecedents and the referring expression. Systems
like (Bunescu, 2003; Markert et al., 2003; Poesio et al., 2004) used
search engines to retrieve documents containing the referring expres-
sion and up-weighted those antecedents which appeared in them.

1.1.2 ML-based Approaches

Most classic ML approaches involved manually extracting features
from discourse and using them to train Naive Bayes (Ge et al., 1998),
Decision Trees (Soon et al., 2001), Conditional Random Fields (McCal-
lum and Wellner, 2005), etc. These works introduce many heuristics
that are shown to work well on test sets like MUC.5 The most impor-
tant features, which are common among in these works are:

• Distance between the mention and a potential antecedent

• Syntactic structure, which enables resolving standard constraints

• Agreement constraints, which make sure both mentions and
antecedents have plausible gender forms, grammatical number,
animacy, etc.

• Semantic class agreement, which verifies the compatibility be-
tween mention and antecedent’s semantic classes, using an ex-
ternal resource like WordNet

5 https://catalog.ldc.upenn.edu/LDC2003T13
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The Virginia governor’s race, billed as the marquee 
battle of an otherwise anticlimactic 2013 election 
cycle, is shaping up to be a foregone conclusion. 
Democrat Terry McAuliffe, the longtime political 
fixer and moneyman, hasn’t trailed in a poll since 
May. Barring a political miracle, Republican Ken 
Cuccinelli will be delivering a concession speech on 
Tuesday evening in Richmond. In recent ...

Q1: What are the candidates running for?
A1: Governor
Q2: Where?
A2: Virginia
Q3: Who is the democratic candidate?
A3: Terry McAuliffe
Q4: Who is his opponent?
A4: Ken Cuccinelli
Q5: What party does he belong to?
A5: Republican
Q6: Which of them is winning?
A6: Terry McAuliffe

Figure 1: An example conversation from the CoQA dataset.

• Syntactic similarity, which measures if two expressions are dif-
ferent forms of the same word(s)

clustering In works like (Cardie and Wagstaff, 1999), clustering
algorithms are applied to feature representations of noun phrases.
When a noun phrase is added to a cluster or when two clusters are
merged, a consistency check is performed across all members of the
cluster(s). This causes large compute overhead, especially for long
documents. (Wagstaff and Cardie, 2002) handle this by pre-computing
specific constraints between noun phrases. For example, the ‘cannot-
link’ constraint if the genders do not match or the ‘must-link’ con-
straint if they have significant lexical overlap. These constraints are
not perfect and can bias the clusters in undesirable ways.

1.2 coreference and modern nlp

With the advent of LSTMs (Hochreiter and Schmidhuber, 1997b), and
the more recent Transformers (Vaswani et al., 2017), coreference res-
olution research has now stagnated to learning better span repre-
sentations (Joshi et al., 2019a,b; Lee et al., 2018a). However, recent
works show that incorporating external knowledge often improves
these models significantly (Zhang et al., 2019a). This line of research
is also promising because of its direct application to other domains
like dialog and QA, as elaborated next.

coreference as a stepping stone Availability of large datasets
Common Crawl6 and C4 (Raffel et al., 2019b) and compute have re-
sulted in the development of pre-trained language models (Devlin et
al., 2018; Lewis et al., 2019; Liu et al., 2019) which mimic human lan-
guage with great fluency. These models can be applied to a variety
of tasks to get exceptional performance. They even perform on-par
with or beyond human-level on classic NLP tasks like tagging and
classification. Therefore, language research is now slowly moving to-
wards more challenging tasks like dialog and question-answering. We
see that current models fail to achieve decent results on these harder
tasks, especially if they are set in an open domain.

6 https://commoncrawl.org/
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Improving coreference resolvers will have a direct impact on the
performance of these tasks. For example, consider a sample conver-
sation from the CoQA (Reddy et al., 2019) dataset as shown in Fig.
1. Here, we find many mentions referring to different entities. Failing
to link them correctly will result in wrong answers. This is a harder
problem because the focus of the conversation keeps shifting with
time, at a faster pace than in other types of discourse. The entity fo-
cus changes at Q4, Q5, and Q6. Consequently, ‘his’ and ‘he’ refers to
‘Terry’ and ‘Ken’ respectively, at different points in the conversation.

1.3 research contributions

In this thesis, we mainly look at different methods of improving coref-
erence resolution (Part ii). Rather than taking the more often-tread
path of learning better span representations using bigger models, we
experiment with three major ideas which build on existing state-of-
the-art.

external knowledge It is well-known that coreference resolu-
tion helps improve relation extraction. In Chapter 2, we show that
the opposite is also true, i.e. we can improve coreference resolution
by extracting subject-relation-object (SRO) triples from coreference re-
solved text and verifying them against an external knowledge base.

We reward pre-trained coreference resolvers if their resolutions re-
sult in SRO triples that are consistent with world knowledge. We gen-
eralize the consistency signal beyond a knowledge base’s coverage
by training classifiers that predict the probability of an SRO triple be-
ing true. These classifiers are inspired by Universal Schema models,
which were originally used for relation prediction (Verga and Mc-
Callum, 2016b). The resolvers are finetuned using a policy gradient
algorithm with the classifier probability as the reward.

task redesign We explore if task performance can be improved
by changing its structure. In general, anaphoric and elliptic construc-
tions can easily be converted into questions. Their resolutions are of-
ten the answer to those questions. Therefore, in Chapter 3, we recast
ellipsis and coreference resolution as question-answering. We show
that this recasting indeed improves the state-of-the-art for both verb-
phrase and sluice ellipsis by a significant margin. However, corefer-
ence improvements turn out to be marginal, leading us to postulate
that this method is useful when a task is data deficient.

encouraging coherence In Chapter 4, we explore how seman-
tic role labels (SRL) and coreference links can be combined to build
simple graph structures to represent discourse. We find a way to
quantify the coherence of these graphs and use them as reward sig-
nals to finetune both the SRL and coreference labelers. This finetun-
ing is done in a semi-supervised manner which does not require any
additional labeled data.
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Pre-trained coreference and SRL models are used to annotate free
text, which is then converted into semantic graphs. The coherence
scores of these graphs are used as rewards to finetune both models
using policy gradient. Coherence scores are computed by coherence
classifiers which are trained on the same data on which the corefer-
ence and SRL models are pre-trained.

other topics In Part iii of the thesis, we focus on more general
methods that can be applied to most NLP tasks, including coreference
resolution. In Chapter 6, we introduce a new kind of attention mech-
anism called Focus Attention. Focus attention conditions transformer-
based seq2seq decoders to proactively generate tokens which are the-
matically similar to the input. We also introduce Focus Sampling, a
controllable sampling mechanism that enhances the diversity of the
generated output while retaining its faithfulness to the input. We ap-
ply these techniques to abstractive summarization to find that they
make state-of-the-art models hallucinate less and do not hinder their
performance when measured on standard metrics based on lexical
overlap.

Finally in Chapter 7, we introduce two new flavors of MAML which
break vanilla MAML’s i.i.d assumption. Instead of minimizing the ex-
pected risk across all tasks, the new methods can control task risks
in a more fine-grained manner. Minimax MAML minimizes the max-
imum risk across tasks, and Neyman-Pearson MAML constrains the
risk of a task to a maximum threshold. These methods are applied to
POS-tagging and QA models, where the training and evaluation data
are carefully chosen to have a large distributional gap. We find that
the proposed methods significantly outperform vanilla MAML and
strong multitask baselines.
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2
R E WA R D I N G C O R E F E R E N C E R E S O LV E R S F O R
B E I N G C O N S I S T E N T W I T H W O R L D K N O W L E D G E

2.1 abstract

Unresolved coreference is a bottleneck for relation extraction, and
high-quality coreference resolvers may produce an output that makes
it a lot easier to extract knowledge triples. We show how to improve
coreference resolvers by forwarding their input to a relation extrac-
tion system and reward the resolvers for producing triples that are
found in knowledge bases. Since relation extraction systems can rely
on different forms of supervision and be biased in different ways, we
obtain the best performance, improving over the state of the art, using
multi-task reinforcement learning.

2.2 introduction

Coreference annotations are costly and difficult to obtain, since trained
annotators with sufficient world knowledge are necessary for reliable
annotations. This paper presents a way to simulate annotators using
reinforcement learning. To motivate our approach, we rely on the fol-
lowing example from Martschat and Strube (2014, underlines added
to mark entity mentions):

(1) [. . . . . . . . .Lynyrd. . . . . . . . . . . .Skynyrd]1 was formed in Florida2. Other bands from
[the Sunshine State]2 include Fireflight and

::::::::
Marilyn

::::::::
Manson.

Martschat and Strube (2014) cite the association between Florida and
the Sunshine State as an example of a common source of name-name
recall error for state-of-the-art coreference resolution systems. The
challenge is that the two names co-occur relatively infrequently and
are unlikely to do so in a moderate-sized, manually annotated train-
ing corpus. A state-of-the-art system may be able to infer the relation
using distributional information about the phrase the Sunshine State,
but is likely to have limited evidence for the decision that it is coref-
erential with Florida rather than . . . . . . . . .Lynyrd. . . . . . . . . . . .Skynyrd.

While coreference-annotated data is scarce, knowledge bases in-
cluding factual information (such as that Fireflight is from Florida)
are increasingly available. For a human annotator unaware that Florida
is sometimes referred to as the Sunshine State, the information that
Fireflight is from Florida is sufficient to establish that Florida and the
Sunshine State are (with high probability) coreferential. This paper ex-
plores a novel architecture for making use of such information from
knowledge bases by tying a coreference resolution system to a rela-
tion extraction system, enabling us to reward the coreference system
for making predictions that lead us to infer facts that are consistent

11
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Wikipedia 
documents

Resolved 
documents

Coreference 
resolver

Policy gradient

Rewards

SRO triples 
extractionTriples scorers

Figure 2: Our strategy for training a coreference resolver using reward from
relation extraction.

with such knowledge bases. This potentially provides us with more
evidence for resolving coreference such as (1).

We propose a training strategy (Figure 2) in which we pass on
the predictions of a neural coreference resolver to an openRE system,
matching relations extracted from resolved sentences with a knowl-
edge base. We show how checking the produced relationships for
consistency against the knowledge base produces a reward that is,
indirectly, a signal about the quality of the coreference resolution. In
order to generalize this signal beyond the coverage of the knowledge
base, we train a Universal Schema model (Riedel et al., 2013) and use
its confidence as our reward function. With this reward function, we
do policy-gradient fine-tuning of our coreference resolver, effectively
optimizing its predictions’ consistency with world knowledge.

contributions We demonstrate that training a coreference re-
solver by reinforcement learning with rewards from a relation ex-
traction system, results in improvements for coreference resolution.
Our code is made publicly available at https://github.com/rahular/
coref-rl

2.3 consistency reward for coreference resolution

In order to reward a coreference resolver for being consistent with
world knowledge, we propose a simple training strategy based on
relation extraction: (i) Sample a Wikipedia1 document at random, (ii)
Replace mentions with their antecedents using a coreference resolver,
(iii) Apply an off-the-shelf openRE system to each rewritten docu-
ment, (iv) Score relationships that include coreferent mentions using
Universal Schema, and (v) Use the score as a reward for training the
coreference resolvers.

2.3.1 Reward functions

To model consistency with world knowledge, we train different Uni-
versal Schema models (Riedel et al., 2013; Verga and McCallum, 2016a),
resulting in three reward functions (Figure 3): RE-KG (Knowledge
Graph Universal Schema) is trained to predict whether two entities

1 https://www.wikipedia.org
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2.3 consistency reward for coreference resolution 13

RE-KG RE-Text RE-Joint

Document NA Bach was a German composer. He is 
known for instrumental compositions 
such as the Art of Fugue

Bach was a German composer. He is 
known for instrumental compositions 
such as the Art of Fugue

OpenRE NA (Bach, born in, Germany)
(Bach, occupation, Composer)
(He, composition, Art of Fugue)

(Bach, born in, Germany)
(Bach, occupation, Composer)
(He, composition, Art of Fugue)

Verification NA NA ✗ (Bach, born in, Germany)
✓(Bach, occupation, Composer)
✗ (He, composition, Art of Fugue)

Result (Bach, born in, Eisenach)
(Bach, born on, 21 March 1685)
(Bach, occupation, Composer)
… 

(Bach, born in, Germany)
(Bach, occupation, Composer)
(He, composition, Art of Fugue)

(Bach, occupation, Composer)

Figure 3: The columns show the different pipelines used to obtain data for
training the reward models. The pipeline for: (i) RE-KG directly
extracts triples from Wikidata, (ii) RE-Text runs Wikipedia sum-
maries through OpenRE to generate triples, and (iii) RE-Joint adds
an additional verification step by checking if the generated triples
exist in Wikidata.

are linked in Wikidata2; RE-Text (Text-based Universal Schema) is
trained to predict whether two entities co-occur in Wikipedia; and
RE-Joint (Joint Universal Schema) is trained to predict whether two
entities are linked and co-occur. The three rewards focus on differ-
ent aspects of relationships between entities, giving complimentary
views of what entities are related.

Similar to Verga et al. (2016), we parameterize candidate relation
phrases with a BiLSTM (Graves and Schmidhuber, 2005), and use
pre-trained Wikidata BigGraph embeddings (Lerer et al., 2019) as the
entity representations. We apply an MLP with a single hidden layer
on the concatenated representations to get the reward value.

2.3.2 Updating the coreference resolver

Each resolved document is converted into n SRO triples by an open
information retrieval system (Angeli et al., 2015). Each triple ti is
then scored using a reward function to obtain a reward ri for i ∈
{1, . . . ,n}. The final document-level reward is the normalized sum
of the individual rewards as shown in Equation 2.1, where Rh is a
moving window containing the previous h = 100 normalized reward
values.

R =

∑
i ri −mean(Rh)

stddev(Rh)
(2.1)

Since R is not differentiable with respect to the coreference resolver’s
parameters, we use policy gradient training to update the coreference
resolver. We select the best action according to the current policy, us-
ing random exploration of the alternative solutions with p = 1

10 .

2 https://www.wikidata.org
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2.3.3 Multi-task reinforcement learning

Our overall training procedure is presented in Algorithm 1. After
training the three aforementioned reward models, we create RE-Distill
by interpolating their trained weights. Next, we pre-train a corefer-
ence resolver using supervised learning, and fine-tune it using each
of the three reward functions to get three different coreference poli-
cies: Coref-KG, Coref-Text and Coref-Joint, respectively. We then use
multi-task reinforcement learning to combine these three policies to
get Coref-Distill. Our approach is a particular instance of DisTraL
(Teh et al., 2017), using policy gradient and model interpolation. Fi-
nally, Coref-Distill is fine-tuned with rewards from RE-Distill.

Algorithm 1 Multi-task Reinforcement Learning

Require: Baseline initialized policies θn for n ∈ {1, 2, 3}
Require: Reward functions rewardn for n ∈ {1, 2, 3}
Require: Distilled reward function reward∗

while stopping criterion not met do
Sample k documents Dk

for d ∈ Dk do
for n ∈ {1, 2, 3} do
Cd = entity clusters with θn
d ′ = resolve d with Cd
T = obtain OpenIE triples for d ′

r = rewardn(d ′)
ĝk = policy gradient for θn with reward r
θk+1n = θkn +αkĝk

end for
end for

end while
Distilled policy θ∗ = θ1+θ2+θ3

3

Sample k documents Dk

for d ∈ Dk do
d ′ = resolve d with Cd
T = obtain OpenIE triples for d ′

r = reward∗(d ′)
ĝk = policy gradient for θ∗ with reward r
θk+1∗ = θk∗ +αkĝk

end for
return Distilled policy θ∗

2.4 experiments

We use a state-of-the-art neural coreference resolution model (Lee et
al., 2018a) as our baseline coreference resolver.3 This model extends
Lee et al. (2017a) with coarse-to-fine inference and pre-trained ELMo
(Peters et al., 2018).

3 https://github.com/kentonl/e2e-coref
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System Data Accuracy F1 score

RE-KG 12M 0.64 0.78

RE-Text 2M 0.71 0.83

RE-Joint 60K 0.58 0.73

RE-Distill — 0.78 0.88

Table 1: Training data size, accuracy and F1 scores of the reward models on
the 200,000 validation triples.

data We use the standard training, validation, and test splits from
the English OntoNotes.4 We also evaluate on the English WikiCoref
(Ghaddar and Langlais, 2016), with a validation and test split of 10

and 20 documents respectively.

reward model training We use data from English Wikipedia
and Wikidata to train our three reward models. For training RE-KG,
we sample 1 million Wikidata triples, and expand them to 12 million
triples by replacing relation phrases with their aliases. For RE-Text,
we pass the summary paragraphs from 50,000 random Wikipedia
pages to Stanford’s OpenIE extractor (Manning et al., 2014), creating
2 million triples. For RE-Joint, we only use Wikipedia triples that are
grounded in Wikidata, resulting in 60,000 triples.5 We further sample
200,000 triples from Wikidata and Wikipedia for validation, and train
the reward models with early stopping based on the F1 score of their
predictions.

evaluation All models are evaluated using the standard CoNLL
metric, which is the average F1 over the link-based MUC, entity-based
CEAFe, and mention-based B3 scores (Denis and Baldridge, 2009).

2.5 results

Since the quality of our reward models is essential to the performance
of the coreference resolver adaptations, we first report the validation
accuracy and F1 scores of the four reward models used, in Table 1. We
clearly see the advantage of distillation, with a 5% absolute difference
between the best single model (RE-Text) and RE-Distill.

Table 2 presents the downstream effects of applying these reward
functions to our baseline coreference policy.6 The coreference reso-
lution results are similar to the relation extraction results: using a

4 https://catalog.ldc.upenn.edu/LDC2013T19

5 That is, we retain only those triples whose subject and object can be linked to an
entity in Wikidata.

6 The models were re-trained from scratch, and the scores are slightly different from
those reported in Lee et al. (2018a).
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System OntoNotes WikiCoref

Lee et al. (2018a) 72.60 57.49

Coref-KG 72.96 57.84

Coref-Text 72.99 57.54

Coref-Joint 72.77 57.51

Coref-Distill 73.10 58.14

Table 2: Coreference results: average F1 scores on the OntoNotes and Wiki-
Coref test sets. Differences are significant w.r.t. B3 (bootstrap test,
p < 0.05).

distilled policy, learned through multi-task reinforcement learning,
leads to better results on both datasets.7

While improvements over the current state of the art are relatively
small, they reflect significant progress, as they demonstrate the ability
to successfully augment coreference resolvers with “free" data from
large-scale KB like Wikidata. For relation extraction, this could have
positive downstream effects, and also ensure that relations are con-
sistent with real world knowledge. Moreover, this approach has the
potential to also be beneficial for coreference resolution in low re-
source languages, where less annotated data is available, as Wikidata
triples are abundant for many languages.

2.6 analysis

Empirically, we find that fine-tuning the coreference resolver on Wiki-
data results in two kinds of improvements:

better mention detection Since the model is rewarded if the
SRO triples produced from the resolved document are present in
Wikidata, the model can do well only if it correctly resolves the sub-
ject and object, which are usually named entities (more generally,
noun phrases). Indeed, we see an improvement in mention detection
as exemplified in the first example of Figure 4. Compared to the base-
line, the fine-tuned model identifies a larger number of entities, in-
cluding “southern hemisphere”, “Cambridge” and “Oxford”, which
are missed by the baseline model.

better linking As a direct consequence of the above, the model
is inclined to also link noun phrases that are not entities. In the second
example of Figure 4, we see that “This attempt” is linked to “releas-
ing” by the fine-tuned model. Interestingly, we do not see this type of
eventive noun phrase linking either in OntoNotes or in the predictions
of the baseline model.

7 We repeat this experiment three times with different random seeds and observed
the same pattern and very robust performance across the board.
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Baseline system Fine-tuned system

Mention detection

According to the library's publications, it is 
the largest academic library in the 
southern hemisphere. The university has a 
number of residential college and halls of 
residence, based on the college system of 
Cambridge and Oxford universities.

According to the library's publications, it is 
the largest academic library in the 
southern hemisphere. The university has a 
number of residential college and halls of 
residence, based on the college system of 
Cambridge and Oxford universities.

Linking

On March 19, Obama continued his 
outreach to the Muslim world, releasing a 
New Year’s video message to the people 
and government of Iran. This attempt was 
rebuffed by the Iranian leadership.

On March 19, Obama continued his 
outreach to the Muslim world, releasing a 
New Year’s video message to the people 
and government of Iran. This attempt was 
rebuffed by the Iranian leadership.

Figure 4: Mention detection and linking examples by the baseline system
from Lee et al. (2018a), and the best performing fine-tuned system
(Coref-Distill). Mentions of the same color are linked to form a
coreference cluster.

This phenomenon, however, also has a side-effect of producing sin-
gleton clusters and spurious linking, which adversely affect the re-
call. On the OntoNotes test data, while the average precision of the
best performing fine-tuned model is higher than the baseline (75.62

vs. 73.80), a drop in recall (70.75 vs. 71.34) causes the final F1 score to
only marginally improve.

2.7 related work

2.7.1 Coreference resolution

Among neural coreference resolvers (Meng and Rumshisky, 2018; Wu
and Ma, 2017), Lee et al. (2017a) were the first to propose an end-to-
end resolver which did not rely on hand-crafted rules or a syntactic
parser. Extending this work, Lee et al. (2018a) introduced a novel at-
tention mechanism for iteratively ranking spans of candidate coref-
erent mentions, thereby improving the identification of long distance
coreference chains. Zhang et al. (2019b) improve pronoun coreference
resolution by 2.2 F1 points using linguistic features (gender, animacy
and plurality) and a frequency based predicate-argument selection
preference as external knowledge. Emami et al. (2018a) incorporate
knowledge into coreference resolution by means of information re-
trieval, finding sentences that are syntactically similar to a given in-
stance, and improving F1 by 0.16.

2.7.2 Reinforcement learning

RL has been used for many NLP tasks, including coreference resolu-
tion (Clark and Manning, 2016a) and relation extraction (Zeng et al.,
2018). Clark and Manning (2016a) use RL to improve coreference res-
olution by optimizing their mention ranking model and directly use
the standard evaluation metrics as the rewards. We, on the other hand,
perform end-to-end optimization by rewarding the model’s consis-
tency with real world knowledge using relation extraction. To our
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knowledge, we are the first to use consistency with world knowledge
as a reward for tasks other than knowledge base construction.8

2.7.3 Knowledge bases

Knowledge bases have been leveraged across multiple tasks across
NLP (Bordes et al., 2011; Chang et al., 2014; Lin et al., 2015; Toutanova
et al., 2015; Yang and Mitchell, 2017). Specifically for coreference res-
olution, Prokofyev et al. (2015) implement a resolver that ensures se-
mantic relatedness of resulting coreference clusters by leveraging Se-
mantic Web annotations. Their work incorporates knowledge graph
information only in the final stage of the resolver’s pipeline, and not
during training. In contrast, our work augments information from
the knowledge base directly into the training pipeline. Also, they use
DBpedia (Auer et al., 2007) as the ontology. Although both Wikidata
and DBpedia are designed to support working with Wikipedia arti-
cles, DBpedia can be considered as a subset of Wikidata as Wikipedia
infoboxes are its main data source. The advantage of Wikidata over
DBpedia is its size, and the fact that it is multilingual, which will
allow applying our method to other languages in the future.

2.8 conclusion

We presented an architecture for adapting coreference resolvers by
rewarding them for being consistent with world knowledge. Using
simple multi-task reinforcement learning and a knowledge extraction
pipeline, we achieved improvements over the state of the art across
two datasets. We believe this is an important first step in exploring
the usefulness of knowledge bases in the context of coreference res-
olution and other discourse-level phenomena. In this area, manually
annotated data is particularly expensive, and we believe leveraging
knowledge bases will eventually reduce the need for manual annota-
tion.

8 Mao et al. (2018), for example, use reinforcement learning with consistency-like re-
ward to induce lexical taxonomies.
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3
E L L I P S I S R E S O L U T I O N A S Q U E S T I O N
A N S W E R I N G : A N E VA L U AT I O N

3.1 abstract

Most, if not all forms of ellipsis (e.g., ‘so does Mary’) are similar to
reading comprehension questions (‘what does Mary do’), in that in or-
der to resolve them, we need to identify an appropriate text span in
the preceding discourse. Following this observation, we present an al-
ternative approach for English ellipsis resolution relying on architec-
tures developed for question answering (QA). We present both single-
task models, and joint models trained on auxiliary QA and corefer-
ence resolution datasets, clearly outperforming the current state of
the art for Sluice Ellipsis (from 70.00 to 86.01 F1) and Verb Phrase
Ellipsis (from 72.89 to 78.66 F1).

3.2 introduction

Ellipsis resolution is a hard, open problem in NLP, and an important
source of error in machine translation, question answering, and dia-
logue understanding. There are no large annotated text corpora for
this phenomenon, even for English, and we only have annotations
for a subset of the known ellipsis constructions. Since annotation is
expensive and cumbersome, any synergies with existing NLP tasks
could be useful and enable us to leverage auxiliary data when learn-
ing models for ellipsis resolution.

This paper presents a simple yet strong approach to ellipsis reso-
lution based on a straightforward observation, depicted in Figure 5,
that ellipsis resolution can be converted to a QA problem. Ellipsis
and questions put in focus referentially dependent expressions (Carl-
son, 2006), or free variables (Partee, 1978), that need to be resolved
in order to comprehend the discourse. For similar observations about
different tasks, see McCann et al. (2018a) and Gardner et al. (2019).

This straightforward observation leads us to suggest treating differ-
ent forms of ellipsis resolution – and later, as an auxiliary task, coref-
erence resolution – as a QA problem, and to apply state-of-the-art
architectures for QA to ellipsis resolution tasks, as well as to experi-
ment with using training data for QA and coreference resolution to
improve our new ellipsis resolution models.

contributions We cast ellipsis as a QA problem, enabling us to
induce models for it using neural architectures originally developed
for QA. Applying these architectures out of the box enables us to

19
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Sluice Ellipsis
Context: ... But the way things are structured now you have to set aside your 
ego to make things happen. The whole thing worked out. I don't know how, 
but it did. Both sides had to work to make it happen …

Question: I don't know how, but it did.
Answer: The whole thing worked out

Verb Phrase Ellipsis
Context: ... It has to be considered as an additional risk for the investor," said 
Gary P. Smaby of Smaby Group Inc., Minneapolis. "Cray Computer will be a 
concept stock," he said. "You either believe Seymour can do it again or you 
don't ...

Question: You either believe Seymour can do it again or you don't.
Answer: believe Seymour can do it again

Figure 5: Examples of Sluice Ellipsis and Verb Phrase Ellipsis, represented as
“questions" about their associated contexts. Wh-phrases and aux-
iliary verbs are marked in red and elided phrases are marked in
blue.

establish strong results1 for ellipsis resolution tasks, improving sig-
nificantly over previous work. Using the same architecture for the
different ellipsis resolution tasks, as well as for QA and coreference
resolution, enables us to explore synergies between the tasks, and we
show that training joint models on these tasks leads to even better
performance.

3.3 methodology

In this section, we briefly describe the various datasets used for train-
ing, and explain how they are converted into QA format. We then
move on to the choice of model architectures and the reasoning be-
hind their selection.

3.3.1 Sluice Ellipsis

For training and evaluation of Sluice Ellipsis resolution models, we
use the corpus introduced by Anand and McCloskey (2015), which
contains 3,103 annotated examples of embedded sluices, collected
from the New York Times section of the English Gigaword corpus.
Since the annotators were free to paraphrase the antecedent, in some
cases, a string match on the context does not return antecedent span
indices. To ensure a fair comparison, we follow previous work (Røn-
ning et al., 2018), which is also the current state-of-the-art, in ignoring
these instances, and use their split for training, development and test-
ing.

1 Though we report state-of-the-art results for both sluice and verb phrase ellipsis, we
consider these models as strong baselines for future research as they are obtained
purely using existing methods.
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Task Train Dev Test ACL

Ellipsis

Sluice Ellipsis 1.4k 480 992 351

VP Ellipsis 264 20 78 984

Auxiliary

OntoNotes 153k 18.8k 19.5k 463

WikiCoref 5.6k 630 638 2.2k

SQuAD 87.6k 10.6k - 117

Table 3: QA pair counts and average context lengths (ACL) for different
datasets, after conversion

3.3.2 Verb Phrase Ellipsis

Bos and Spenader (2011) provide Verb Phrase (VP) Ellipsis annota-
tions for the WSJ part of the Penn Treebank. All 25 sections were an-
notated, and we follow them in using sections 0-19 for training, and
20-24 for testing. We further hold out sections 18-19 from the training
data for development. This also enables to us compare our results
directly with the current state-of-the-art for VP Ellipsis (Zhang et al.,
2019d).

3.3.3 Coreference Resolution

For coreference resolution, which we use as an auxiliary task, we train
and evaluate on two corpora: (i) the English portion of the OntoNotes
5.02 corpus with the standard data split used in the CoNLL-2012

shared task (Pradhan et al., 2012a), and (ii) the WikiCoref corpus
(Ghaddar and Langlais, 2016), which contains annotations of 30 doc-
uments from the English Wikipedia. From this dataset, we use 22
documents for training, 4 documents for development, and 4 for test-
ing.

3.3.4 QA

We also use SQuAD v1.1 (Rajpurkar et al., 2016b) as an auxiliary
reading comprehension dataset.

3.3.5 Data Conversion

For converting the various datasets into the QA format of <context,
question, answer> triples, we perform a simple restructuring as shown
in Figure 5. We consider the entire document as the context; the sen-
tence in which the ellipsis/mention is present becomes the question,
and the antecedent/entity becomes the answer. In case of coreference

2 https://catalog.ldc.upenn.edu/LDC2013T19

[ September 27, 2021 at 21:15 – classicthesis version 1.0 ]

https://catalog.ldc.upenn.edu/LDC2013T19


22 ellipsis resolution as question answering : an evaluation

resolution, where a single sentence can have n mentions, we create
n questions where every question is the same sentence with a differ-
ent mention i ∈ {1 . . . n} marked for resolution with <ref> and </ref>

tags. Table 3 shows the number of QA pairs created from each dataset
and the average number of words in their contexts.

3.3.6 QA Architectures

Generally, QA models have two main components: (i) an encoder
module which learns to represent the question and its context, and
(ii) a span selection module which predicts the start and end span
indices of the answer if it is present in the context. In this work, we
present experiments with three diverse models which take entirely
different approaches to build the encoder module: (i) DrQA (Chen et
al., 2017), with an LSTM encoder, (ii) QANet (Yu et al., 2018), with a
CNN encoder, and (iii) BERT (Devlin et al., 2018), with a (pretrained)
transformer encoder. We use the three different models to show that
the between-task synergies are relatively robust across architectures;
but one architecture (BERT) is clearly superior to the others and will
be the standard baseline we propose for future research.3

3.4 experiments & results

We conduct two sets of experiments: (i) the Single-Task experiments,
in which we train and evaluate separate models for the two ellipsis
resolution tasks; and (ii) the Joint modelling experiments, where we
train on the best possible combination of ellipsis resolution, corefer-
ence resolution and QA data, as determined on the validation set. The
results can be seen in Table 4.4

single-task setup The single-task DrQA model improves the
state-of-the-art on sluice ellipsis by 7.48 F1. The single-task QANet
model also improves the state-of-the-art on sluice ellipsis by 5.7 F1,
but fails to learn anything meaningful for VP ellipsis. We hypothesise
this is due to the fact that 264 training examples are not enough to
train the model’s large stack of encoder blocks from scratch.

The single-task BERT model achieves state-of-the-art results in
both the ellipsis datasets with absolute error reductions of 50.33%
(Sluice Ellipsis) and 13.02% (VP Ellipsis). Interestingly, it also achieves
a 17.10% error reduction over the best previously reported results on
WikiCoref, but see Appendix A.1.3.2 for why such a direct compari-
son of numbers is not entirely fair.

3 Note that there are many differences between these architectures; not only the en-
coder networks. The number of parameters differ, and BERT is pre-trained on large
volumes of data. Our purpose here is not comparing strategies, but simply showing
that synergies can be seen across all architectures. For more details, see Appendix
A.1.2.

4 The reported results are the average of three independent runs with different ran-
dom seeds.
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Task SotA
Single Task Joint

DrQA QANet BERT DrQA QANet BERT

Sluice 70.00 77.48 75.70 85.10 80.17 77.11 86.01

VP 72.89 62.86 1.93 76.42 63.54 22.49 78.66

Table 4: Ellipsis resolution scores are token-level F1. Bold-faced results are
better than the previous state-of-the-art; underlined results are the
new state-of-the-art. When evaluated, our best joint architecture
scores 72.31 on OntoNotes and 65.30 on WikiCoref (macro-averages
of MUC, B3, and CEAFφ4scores). See Appendix A.1.3.2 for why
these numbers are not directly comparable to previously reported
coreference resolution results in literature.

Figure 6: Dataset ablations (F1)

joint setup The Joint models always perform on-par with, or
better than the Single-Task models. In this setup, the BERT models
beat the previous state-of-the-art for both Sluice and VP Ellipsis with
53.37% and 21.28% absolute error reductions respectively.

3.5 dataset ablations

We determine the best task combinations on held-out validation data
for each ellipsis resolution task.5 For Sluice Ellipsis, the best results
are obtained by training the models on a combination of Sluice and
VP Ellipsis data. For VP Ellipsis, the best performance is attained
when the models are trained with a combination of all datasets. When
training a model for a particular task, we sample auxiliary data from
other datasets to match the size of the main task’s dataset. For each
dataset, the variations in F1 scores of the best performing architecture

5 These ablations are performed on the best performing (BERT) model.

[ September 27, 2021 at 21:15 – classicthesis version 1.0 ]



24 ellipsis resolution as question answering : an evaluation

when combined with other datasets are shown in Figure 6. The most
interesting findings from these ablations are mentioned below.

When the two ellipsis datasets are combined, the overall perfor-
mance of the models increase for both tasks by around 1% each. This
shows that the two types of ellipsis are similar, and that when learn-
ing ellipsis resolution models, there is considerable synergy between
the two resources. If we add subsampled coreference data when train-
ing these models, the Verb Phrase Ellipsis models gain up to 2.9%.
One possible explanation could be more similarities between noun
phrases and verb phrases, than between noun phrases and the sen-
tences that are elided in Sluice Ellipsis resolution.

3.6 error analysis

We now look at some errors made by our best performing models.
First, we compare the errors made by our Single-Task and Joint

Sluice Ellipsis resolution models before moving on to VP Ellipsis.6

3.6.1 Sluice Ellipsis

The Joint Sluice Ellipsis results improve modestly over the Single-
Task Sluice Ellipsis results. This is noteworthy, since the added VP
Ellipsis data is quite small compared to the size of the sluice data.
These models consistently select an antecedent of the right syntactic
form, which is normally a complete sentence. Many of the errors con-
sist of empty outputs: Single-Task Sluice Ellipsis produces 58 empty
outputs, while Joint Sluice Ellipsis produces 63. Another source of
error is discontiguous antecedents. It is not unusual for the gold an-
tecedent to be a discontiguous span (Donecker, 1996), but our models
are not permitted to produce such antecedents, so these cases will
always be a source of error.

All the systems have problems when the antecedent follows the
ellipsis, as in the following example: I don’t know why, but they seem
to need a story. We also compared the right and left periphery scores
of sluices, and found better results predicting the right periphery: for
Single-Task Sluice Ellipsis, there were 678 matches on the left edge,
and 733 on the right edge; for Joint Sluice Ellipsis, there were 703 left
matches and 734 right matches.

3.6.2 Verb Phrase Ellipsis

The Single-Task VP models trained with just VP Ellipsis data im-
proves on the current state of the art, and further improvement is
observed when trained on auxiliary data, especially the Sluice Ellip-
sis resolution dataset. While the Joint VP Ellipsis model is generally
better than the Single-Task model, joint training with Sluice Ellip-
sis resolution data also seems to introduce unfortunate biases. While

6 We also briefly discuss how coreference resolution benefits from synergies with el-
lipsis in Appendix A.1.3.1.
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Context

Then at 10:15, the Dow 
suddenly started to 
rebound, and when it 
shot upward it did so 
even faster than the 
early-morning fall.

A 190-point drop isn't 
likely to make much 
of a dent; multiply 
that a few times over, 
though, and it will.

Then the whole thing will 
start to collapse, just as it did 
in the 1970s, and the ghosts 
and banshees will be howling 
through the place turning 
people's hair white.

Gold shot upward make much of a dent collapse

VPEs shot upward
make much of a dent; 

multiply that a few 
times over

go to war to stop anyone 
from trying to grab Iran. But 
that ghost wouldn't settle for 
words, he wanted money and 

people

VPEj tt shot upward
a 190-point drop isn't 
likely to make much 

of a dent
collapse

Example (a) Example (b) Example (c)

Figure 7: Selected gold and predicted antecedent spans from Single-Task

Verb Phrase Ellipsis (VPEs in figure) and joint Verb Phrase Ellip-
sis (VPEj in figure) models.

the Single-Task model always selects antecedents of the right syn-
tactic form, i.e., verb phrases, the Joint model may select sentential
antecedents. See examples in Figure 7.

In Example (a), the Joint VP model incorrectly includes the subject
it, presumably because the sluice data includes complete sentences
as antecedents. Similarly in Example (b) – though the Single-Task

model correctly chooses an antecedent beginning with the verb make,
it continues with additional material that does not form a coherent
antecedent. The Joint result is also incorrect, but note that it consists
of the complete sentence containing the correct VP antecedent. Exam-
ple (b) presents the advantages and disadvantages of the joint ellipsis
training data. While the two types of ellipsis require antecedents of
different forms, they have similar requirements in terms of where in
the context the antecedent is to be found. Example (c) further sup-
ports this point. Here the Joint result is perfect, while the Single-
Task result finds an antecedent that is in the wrong part of the dis-
course. The Single-Task model is slightly better with left periphery
matches than right: we found 58 left and 55 right matches. This is
reversed with the Joint model, with 54 left and 60 right matches.

3.7 related work

We are not the first to use question answering to redefine a set of
tasks. Recently, He et al. (2015) showed that semantic role labeling
annotations could be solicited by asking simple questions that implic-
itly target predicate-argument relations in a sentence. Parallel to our
work, Hou (2020) cast bridging anaphora resolution as question an-
swering based on context. Wu et al. (2020b) and Li et al. (2020a) also
reformulate coreference resolution and named entity recognition as
QA. In the realm of re-framing relation extraction as a QA problem,
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Levy et al. (2017) and Abdou et al. (2019) create monolingual and
multilingual template based QA datasets respectively, which yield
relation extraction models which were better at generalizing in the
zero-shot setting. Extending this idea, McCann et al. (2018b) intro-
duced the DecaNLP challenge, which casts 10 core tasks in NLP as
question-answering problems. Similar to our work, their architecture
jointly learns across all of these tasks. DecaNLP includes pronoun
resolution, a subset of coreference resolution, but it does so only on a
small, hand-crafted dataset; it does not address ellipsis.

limitations of our approach One limitation of our approach
is that, like most previous work, we assume ellipsis and coreference
resolution amount to finding antecedent spans that corefer with the
target mention. This is not always the case; the elided material can:
(i) have extra-linguistic antecedents, and (ii) refer to something that
is contextually implied.

3.8 conclusion

We present strong models for Sluice and Verb Phrase ellipsis resolu-
tion problems, by reformulating them as machine reading compre-
hension problems, significantly outperforming the previously best
reported results. We also empirically show that training these mod-
els jointly and with auxiliary data from coreference resolution and
question-answering further improves their performance. Our code is
publicly available at https://github.com/rahular/ellipsis-baselines.
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4
J O I N T S E M A N T I C A N A LY S I S W I T H
D O C U M E N T- L E V E L C R O S S - TA S K C O H E R E N C E
R E WA R D S

4.1 abstract

Coreference resolution and semantic role labeling are NLP tasks that
capture different aspects of semantics, indicating respectively, which
expressions refer to the same entity, and what semantic roles expres-
sions serve in the sentence. However, they are often closely interde-
pendent, and both generally necessitate natural language understand-
ing. Do they form a coherent abstract representation of documents?
We present a neural network architecture for joint coreference reso-
lution and semantic role labeling for English, and train graph neural
networks to model the coherence of the combined shallow semantic
graph. Using the resulting coherence score as a reward for our joint
semantic analyzer, we use reinforcement learning to encourage global
coherence over the document and between semantic annotations. This
leads to improvements on both tasks in multiple datasets from differ-
ent domains, and across a range of encoders of different expressivity,
calling, we believe, for a more holistic approach to semantics in NLP.

4.2 introduction

Coreference resolution and semantic role labeling (SRL) contribute
in complimentary ways to forming coherent discourse representa-
tions. SRL establishes predicate-argument relations between expres-
sions, and coreference resolution determines what entities these ex-
pressions refer to. While often treated separately (He et al., 2018, 2017;
Joshi et al., 2019b; Lee et al., 2017b, 2018b), some frameworks consider
coreference and semantic roles part of a more holistic meaning repre-
sentation (Shibata and Kurohashi, 2018). For example, the Groningen
Meaning Bank (Bos et al., 2017) annotates documents with discourse
representation structures (Kamp and Reyle, 2013), which subsume
both levels of analysis; the same holds for other meaning representa-
tion frameworks, such as UCCA (Abend and Rappoport, 2013; Prange
et al., 2019) and AMR (Banarescu et al., 2013; O’Gorman et al., 2018).
However, these frameworks do not offer the simplicity of SRL and
coreference annotation, and perhaps consequently require more ef-
fort to annotate, and do not have the same amounts of training data
(Abend and Rappoport, 2017). Furthermore, comprehensive meaning
representation parsing approaches (Cai and Lam, 2020; Hershcovich
et al., 2017; Liu et al., 2018) tend to be more complex than the se-
quence tagging or span-based models usually used for coreference
resolution and SRL, often referred to as shallow semantic parsing.
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likes

teaNadine

drinks

itShe

always

ROOT

ARG0 ARG0ARG1 ARG1

COREF COREF

Nadine likes tea . She always drinks it .

ARG0 ARG0ARG1 ARG1

COREF COREF

Figure 8: Example coreference and semantic role annotation for a two-
sentence document. Top: the original annotation shown as depen-
dencies. Bottom: shallow semantic graph (SSG), where sub-graph
heads are connected (with dotted lines) to a dummy root node.

In this paper, we investigate a “minimal” approach to discourse-level
semantic parsing, combining coreference and semantic roles in shal-
low semantic graphs (SSGs) that can be seen as a simple, yet rich,
discourse-level meaning representations. Consider the two sentences
shown in Figure 8, augmented with a (partial) annotation of coref-
erence and semantic roles. A coreference resolver is expected to re-
solve Nadine as an antecedent of she, and tea as an antecedent of it,
since these mentions refer to the same entities. A semantic role la-
beler is expected to detect that these entities are arguments of the
predicates like and drink. The overall semantic analysis corresponds
to a coherent and common situation, where someone likes something
and consumes it—a very plausible interpretation. This paper presents
a model that scores the plausibility or coherence of an interpretation
based on merged SRL and coreference graphs, or SSGs. While Fig-
ure 8 is a simple example that existing SRL and coreference systems
will likely handle well, we explore whether such systems in general
benefit from feedback from a model that rewards the coherence of
their output.

4.2.0.1 Contributions

We jointly model coreference resolution and SRL to form discourse-
level semantic structures, or SSGs (§4.3). We explicitly model their
coherence, presenting a reinforcement learning architecture for semi-
supervised fine-tuning of coreference resolvers and semantic role la-
belers with coherence rewards on unlabeled data (§4.4), improving
both coreference resolution and SRL. We present experiments across
six encoders of different complexities, six different coreference resolu-
tion datasets, and four different SRL datasets (§4.5), showing improve-
ments across all encoders for coreference resolution, and on 4/6 for
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Figure 9: Joint coreference resolution and SRL (bottom half) with a coher-
ence objective (top half). The contextualizing encoder is shared
in the multi-task setup, and separate in the single-task one. Pre-
dictions from the coreference and SRL models are combined to a
document-level SSG, which is scored by coherence classifiers to
reward the models.

SRL, for single-task setups; and similar improvements in multi-task
setups, where encoder parameters are shared across the two tasks
(§6.6). Finally, we analyze the results (§4.8), showing that our fine-
tuning setup is particularly beneficial for smaller documents while
being on-par with strong baselines on larger documents and that
the majority of the remaining coreference errors occur when the an-
tecedent is a pronoun.

4.3 joint coreference resolution and srl

We build baseline single-task and multi-task supervised models for coref-
erence resolution and SRL. The overall model architecture is illus-
trated in Figure 9 (bottom half; till the coreference clusters and SRL
tags are generated). In the multi-task setup only the contextualizing
encoder is shared. In the single-task setup no parameters are shared.

4.3.1 Coreference Resolver

The coreference model is based on the architecture presented in Lee
et al. (2017b). Each token’s embedding is obtained using a contex-
tualizing encoder. Using a span encoder, the token embeddings are
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combined into span representations s(i, j), where i and j are the start
and end indices in the document. Each span is represented as the
concatenation of: (i) its first and last token embeddings, and (ii) an
attention-based aggregation of embeddings of all tokens in the span.
These span representations are pruned with a mention scorer, which
outputs the probability of s(i, j) being a coreferent mention. Next, the
mention representations are paired together and scored again with a
pair scorer, which predicts the probability of the mentions referring
each other. Coreferring mentions are collected to form clusters. This
architecture is combined with pre-trained language models in Lee et
al. (2018b) and Joshi et al. (2019b) to get state-of-the-art results.

4.3.2 Semantic Role Labeler

The SRL tagger is based on the architecture presented in He et al.
(2017). The model uses the contextualizing encoder to embed tokens
which are concatenated with a binary indicator to identify whether
the token is a verb or not. These token representations are presented
to a argument classifier for BIO sequence tagging. The current state-of-
the-art (He et al., 2018) uses an architecture similar to that of Lee et al.
(2017b), where it jointly predicts both arguments and predicates.

4.3.3 Contextualizing Encoder

In all setups, we experiment with (i) an LSTM + CNN encoder, and
(ii) five BERT (Devlin et al., 2019) encoders of different sizes. In the
LSTM + CNN encoder, a bi-LSTM contextualizes words embedded
with GloVe (Pennington et al., 2014b) and a CNN encodes individual
characters. The final representation is the concatenation of the two.
For the BERT encoders, we experiment with different encoder sizes as
shown in Table 6, using each token’s wordpiece embeddings. Encoder
hyperparameters are given in §4.6.

4.4 semi-supervised fine-tuning

In the semi-supervised stage of training, classifiers trained on SSGs
created from labeled data (Figure 8) are used to fine-tune the super-
vised models on unlabeled data by reinforcement learning. For each
unlabeled document, we use the predicted annotations of the super-
vised models to build an SSG consisting of SRL predicates and argu-
ments, with links between coreferent mentions. Edge labels are used
to distinguish between SRL and coreference edges. These graphs are
scored by graph classifiers (§4.4.1), trained using graph perturbations
(§4.4.2) to model semantic coherence. The confidence value is used
as a reward to fine-tune the supervised models using policy gradient
(§4.4.3).
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Algorithm 2 Training Coherence Classifiers

Require: G: List of SSGs
Require: P: List of perturbations to perform
Require: d: Decay factor

Initialize clfs = ∅
for p in P do

for epoch = 1, . . . , N do
Initialize Gp = ∅
for g in G do

gp = p (g, d)
Gp.add (gp)

end for
encoder = DGI (G, Gp)
d = decay (d)

end for
data+ = (encoder (G), 1)
data− = (encoder (Gp), 0)
clfp = logistic (data+, data−)
clfs.add (clfp)

end for
return clfs

4.4.1 Coherence Classifiers

We use a graph convolution network (Kipf and Welling, 2017, GCN)
to construct continuous representations of the SSGs, where a node
representation is composed via a learnt weighted sum of neighbor-
ing nodes. Since nodes correspond to text spans, to initialize their
representations, we use the supervised model’s span encoder. To get
the final graph encoding, all the node representations are averaged
and compressed using the logistic function as shown in Equation 4.2.

graphenc = σ

(
1

N

N∑
i=1

nodeienc

)
(4.2)

The GCN parameters are pre-trained using deep graph infomax (Veličković
et al., 2018, DGI), which relies on graph perturbations to learn a task-
independent representation. We contrastively train the GCN encoder
on gold and perturbed graphs, which are generated by randomly per-
turbing the gold graphs (§4.4.2). We then use the same perturbations
to train a logistic regression classifier, with the GCN outputs as fea-
tures, to discriminate gold graphs from perturbed graphs. As shown
in §4.7.2, the trained classifiers are almost perfectly accurate on an
unseen development set.

The process for training the coherence classifiers is shown in Al-
gorithm 2. First an SSG g ∈ G is built for each labeled document.
Then for each type of perturbation p ∈ P, we train one classifier as
follows: (i) perturb g to get gp using perturbation p. We use a decay
factor d ∈ {0, 1} to decide the probability of perturbing a sentence in
the document. We start with d = 0.8 and decay it till d = 0.1, (ii)
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Figure 10: Examples for graph perturbations, starting from the SSG in Fig-
ure 8 (center). An ‘SRL change label’ perturbation is applied
to generate a graph (left), where ARG1 is changed to ARG2.
A ‘Coref drop antecedent’ perturbation is applied to generate a
graph (right) where a coref edge is deleted.

once we have a list of perturbed graphs Gp, we train the GCN us-
ing DGI, which uses a contrastive loss to learn graph representations
such that each pair (g,gp) is as different to each other as possible, (iii)
we use the GCN to get the final representations of graphs in G and
Gp and create a training dataset consisting of the following (graph,
label) pairs: {(g, 1) : g ∈ G} ∪ {(gp, 0) : gp ∈ Gp}, and (iv) we train a
logistic regression classifier.

4.4.2 Graph Perturbations

To train the GCN with DGI, we perturb the gold graphs to reflect
the statistics of errors made by the supervised models we want to
fine-tune. In general, perturbations are sampled from the following
operations: (i) randomly removing edges, (ii) randomly adding edges
between existing nodes with a random label, or (iii) randomly adding
nodes with a span that is a constituent in the sentence, and a random
edge to another existing node. We arbitrarily choose to sample SRL
and coreference perturbations with a 3-to-1 ratio.

For SRL perturbations, we rely on the error analysis made by He
et al. (2017), whose SRL model is the basis for ours: 29.3% of errors
correspond to incorrect argument labels; 4.5% to moved unique ar-
guments; 10.6% to split arguments; 14.7% to merged arguments; 18%
to incorrect boundaries; 7.4% to superfluous arguments; and 11% to
missed arguments. Consequently, we sample perturbations propor-
tionally to the corresponding error’s frequency. We further use He
et al. (2017)’s observed confusion matrix of predicted and gold argu-
ment labels, sampling replacement labels accordingly. For coreference
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perturbations, we add a random edge between existing nodes or re-
move an edge, with uniform probability.

We train one classifier to identify each type of perturbation, result-
ing in nine different classifiers (seven for SRL and two for coreference;
an example for one of each is illustrated in Figure 10). The final confi-
dence for a graph is the average of the individual classifier confidence
scores.

4.4.3 Model Fine-Tuning

Finally, we use the learned classifiers to fine-tune the underlying
coreference resolver and semantic role labeler; using plain text from
summary paragraphs of Wikipedia articles, we apply the supervised
models to sample an SSG. Using the coherence classifiers’ confidence
score as a reward, we train the models with policy gradient.

During policy gradient, we consider the selection of SSG edges as
actions. More concretely, for coreference resolution, picking the an-
tecedent to each mention is considered an action. Therefore from Fig-
ure 8, assuming the model found four mentions (‘Nadine’, ‘tea’, ‘She’,
and ‘it’), it takes four actions (connecting ‘Nadine→ φ’, ‘tea→ φ’,
‘she→Nadine’, ‘it→tea’).1 For SRL, assigning a label to a token is con-
sidered as an action. Therefore the model has to perform nine actions
(one for each token) to label Figure 8.

In this work, we assume that all actions are equally good and re-
ward them uniformly. Assigning rewards to individual actions would
probably yield better results but is non-trivial and left for future ex-
ploration.

4.5 experiments

In this section, we briefly describe the datasets used to train and eval-
uate our models before moving on to the experimental setup. We then
provide implementation details for each stage of the training process
and finally present the results of our experiments.

4.5.1 Datasets

For supervised training, we use data from the CoNLL-2012 shared
task (Pradhan et al., 2012b), which contains data from OntoNotes
5.02 with annotations for both coreference resolution and semantic
role labeling.

As additional out-of-domain (OOD) development and test data for
coreference resolution, we use (i) PreCo (Chen et al., 2018), which con-
tains web-crawled documents and data from the RACE dataset (Lai et
al., 2017); (ii) Phrase Detectives (Poesio et al., 2013a), which contains
two evaluation sets, one sampled from Wikipedia and the other from
the Gutenberg project; (iii) WikiCoref (Ghaddar and Langlais, 2016),

1 φ indicates no antecedent
2 https://catalog.ldc.upenn.edu/LDC2013T19
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Hyperparameters Lee et al. (2018) Joshi et al. (2019b) Ours

max. span width 30 30 10

cxt. enc. (layers/dims) 3/1024 24/1024 12/768*

span enc. (layers/dims) 3/400 - 1/400

pruner (layers/dims) 2/150 1/1000 1/150

top span ratio 0.4 0.4 0.3

max antecedents 250 50 100

course to fine inference True True False

Table 5: Comparison of hyperparameters between state-of-the-art and our
coreference models. ∗This value is for BERT-Base. See Table 6 for
other sizes.

which contains long form documents from the English Wikipedia;
and (iv) WinoBias (Zhao et al., 2018), which is focused on gender bias
with Winograd-schema style sentences, authored manually.

For SRL, we additionally use (i) the CoNLL-2005 shared task data
(Carreras and Màrquez, 2005), which contains two evaluation sets:
the in-domain WSJ set and the OOD Brown set; and (ii) English Web
Treebank (Silveira et al., 2014)3, which contains weblogs, newsgroups,
email, question-answers and review text.

4.5.2 Experimental Setup

We first train the coreference and SRL models (§4.3) using supervised
learning, and the coherence classifiers on gold graphs and their per-
turbations. Both are trained on the CoNLL-2012 training set. We then
fine-tune the models by semi-supervised learning (§4.4), with the
summary paragraphs of 10,000 randomly sampled English Wikipedia
articles.4 We test our models across six domains for coreference reso-
lution, and four domains for SRL, using in-domain evaluation data.

4.6 implementation details

Since the goal of this work is not to surpass the state of the art, but to
demonstrate that discourse-level coherence can be used to improve
shallow semantic analysis, and due to memory and compute con-
straints, we use smaller versions of the best performing architectures
in the literature as baselines.

4.6.1 Coreference Model

We use the same architecture that state-of-the-art coreference systems
like Lee et al. (2017b, 2018b) and Joshi et al. (2019b) use, but with
lesser capacity. A comparison of the important hyperparameters that

3 https://catalog.ldc.upenn.edu/LDC2017T15

4 https://www.wikipedia.org, dump from March 4, 2019.
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Encoder # layers dim

LSTM + CNN 1 500

BERT-Tiny 2 128

BERT-Mini 4 256

BERT-Small 4 512

BERT-Medium 8 512

BERT-Base 12 768

Table 6: Number of layers and the output dimension of our contextualizing
encoders.

vary between our model and the current state-of-the-art is shown in
Table 5.

4.6.2 SRL Model

He et al. (2017) use 8 LSTM layers with highway connections and
recurrent dropout. We replace this encoder with each of our contex-
tualizing encoder configurations. Following He et al. (2017), we also
use constrained decoding to produce only valid BIO tags as output.

4.6.3 Contextualizing Encoders

For the LSTM + CNN encoder, 300-dimensional GloVe embeddings
(Pennington et al., 2014b) are fed into a bi-LSTM with a hidden size
of 200, to get a 400-dimensional word representation. We concate-
nate this with 100-dimensional character embeddings obtained from
a CNN character encoder with a filter size of 5. The other five en-
coders are based on the standard BERT recipe (Turc et al., 2019), and
their sizes can be seen in Table 6.

4.6.4 Supervised Training

For training both single-task and multi-task models, we use the Adam
optimizer (Kingma and Ba, 2014) with a weight decay of 0.01 and
initial learning rate of 10−3. For BERT parameters, the learning rate
is lowered to 10−5. We reduce the learning rates by a factor of 2 if
the evaluation on the development sets does not improve after every
other epoch. The training is stopped either after 100 epochs, or when
the minimum learning rate of 10−7 is reached. In the multi-task setup,
we sample a batch from each task with a frequency proportional to
the dataset size of that task. All experiments are run on a single GPU
with 16GB memory. The hyperparameters were manually selected to
accommodate for training time and resource limitation, and were not
tuned based on model evaluation.
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Perturbation type Accuracy (%)

SRL

change label 98.98

move argument 99.88

split spans 99.72

merge spans 99.29

change boundary 98.96

add argument 99.22

drop argument 100.00

Coref
add antecedent 99.10

drop antecedent 100.00

Table 7: Graph classifier development accuracy.

4.6.5 Coherence Classifiers

The GCN encoder used to encode the SSGs has 512 hidden channels
and is trained with Adam for 10 epochs. We use a 20-dimensional
embedding to represent the type of node and a binary indicator to
represent the edge type.

4.6.6 Finetuning

The supervised models are fine-tuned for 10 epochs with the same
optimizer configuration. Only the learning rate is changed to 3 · 10−4.
Hill climbing is used during policy gradient, i.e., if fine-tuning on a
batch of Wikipedia documents does not yield an improvement, the
parameters are reset to their previous best state.

In the multi-task setup, the coreference resolution and SRL sub-
models are fine-tuned separately. This is because we do not want to
sample actions for both tasks as it makes the constructed SSG more
noisy. For constructing the SSGs in the single-task setup, we use the
best performing SRL model for fine-tuning the coreference resolution
model, and the best performing coreference resolution model for fine-
tuning the SRL model.

4.7 results

4.7.1 Coreference Resolution and SRL

The mean F1 over MUC, CEAFφ4 , and B3 scores averaged across
the six test sets for coreference resolution and the macro-averaged
F1 scores of the four test sets for SRL (including in-domain and out-
of-domain), for each of the six encoder configurations, is presented in
Table 8. The individual results for each dataset are presented in the
Appendix; Tables 18 and 20 for single-task models, and in Tables 19

and 21 for multi-task models respectively.
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We see substantial improvements from coherence fine-tuning across
the board for all coreference tasks. Results for single-task SRL im-
proves in all settings except for BERT-mini and BERT-medium en-
coders. In the multi-task setting for SRL, we see consistent improve-
ments with two exceptions: the results for LSTM + CNN and BERT-
base. Coreference resolution generally improves more than for SRL.

4.7.2 Coherence Classifiers

The accuracy of the nine coherence classifiers (§4.4.1) on the CoNLL-
2012 development set is shown in Table 7, which indicate that the
classifiers can almost perfectly detect perturbed graphs, and shows
their effectiveness at providing a reward signal to the models. While
it could be argued that the perturbations are too easy to detect, ob-
serving the perturbed graphs (exemplified in Figure 10) leads to the
impression that they require sensitivity to distinctions that are im-
portant for correct coreference resolution, SRL and the coherence be-
tween them. Indeed, the rewards lead to improvements in each of the
tasks.

Single-Task Multi-Task

Coreference SRL Coreference SRLEncoder

Base. Ours Base. Ours Base. Ours Base. Ours

LSTM + CNN 49.01 49.40 67.63 67.74 48.65 49.60 67.28 67.05

BERT-Tiny 49.70 50.95 56.87 57.08 45.65 51.17 56.65 56.85

BERT-Mini 52.61 52.88 70.51 70.48 50.14 53.02 71.10 71.13

BERT-Small 52.76 53.90 74.26 74.48 51.26 53.73 74.72 74.77

BERT-Medium 55.67 56.19 75.62 75.57 51.48 55.52 77.89 78.01

BERT-Base 57.78 58.18 79.46 79.52 56.40 57.55 80.25 80.19

Table 8: Coreference resolution and Semantic role labeling results of
single-task and multi-task models. ‘Base.’ and ‘Ours’ represent the
the supervised baseline and coherence fine-tuned models respec-
tively. The numbers are the mean of MUC, B3and CEAFφ4 (macro-
averaged) F1 scores averaged over six (four) coreference (SRL)
datasets.

4.8 error analysis

By analysing the results of the fine-tuned models on all datasets (Ta-
ble 8), we make the following observations:5

4.8.1 Document length

Fine-tuning leads to larger improvements on smaller documents (see
Figure 11). This is likely because the unlabeled data we use for fine-

5 Unless mentioned otherwise, all analysis is carried out on the single-task BERT-Base
model.
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Figure 11: Percentage of correct predictions of our BERT-Base coreference
model across all datasets plotted against document lengths.

tuning consists of short paragraphs. While using longer documents
for fine-tuning was not possible due to memory constraints, we ex-
pect that this will increase the model’s sensitivity to long-distance
inter-dependencies, and further improve its performance on these
documents.

4.8.2 Coreference resolution vs. SRL

In general, SRL sees smaller improvements from fine-tuning with pol-
icy gradient than coreference resolvers, probably because it is harder
to assign credit to specific model decisions (Langford and Zadrozny,
2005). Semantic role labeling of a paragraph typically requires a much
longer sequence of actions than determining coreference, leading to
limited benefit from reinforcement learning. Similar results have been
observed in machine translation (Choshen et al., 2020).

4.8.3 Precision vs. recall

Precision often increases after fine-tuning whereas recall decreases.
Similar effects have been reported for knowledge-base grounding of
coreference resolvers (Aralikatte et al., 2019b).

4.8.4 Encoder sizes

From the results, we also see that our fine-tuning approach is robust
to encoder sizes with improvements across the board. It is particularly
interesting to see that the multi-task BERT-Tiny coreference models
come close or even surpass the bigger BERT-Base models on datasets
like PreCo and WinoBias, which contain short documents (see Table
19 in the Appendix).
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Figure 12: Percentage of errors over the total number of predictions that our
coreference system makes across each domain of the evaluation
data.

In both single-task and multi-task setups, fine-tuning helps the smaller
coreference models more than the larger ones, which are already
more accurate. This trend is expected as the larger models tend to
be over-parameterized.

4.8.5 Domain adaptation

We also perform an error analysis to identify the domains which are
hard for our coreference models (see Figure 12). We find that our co-
herence fine-tuned model always performs better than or on par with
the supervised baseline model, expect in the case of Phrase Detectives
- Gutenburg (PD-G). We postulate that the increase in PD-G errors can
be attributed to the length of the documents in the dataset.6

4.8.6 Part-of-speech

As seen in Figure 13, across all domains, most errors from the coher-
ence fine-tuned system occur when the antecedent is a pronoun, ex-
cept for WikiCoref, where the most errors occur when the antecedent
was a multi-word expression. This trend is seen in the supervised
baseline models as well.

Apart from being the most frequent among mentions, two possi-
ble reasons why pronouns could be predicted incorrectly most of-
ten are: (i) as the distance in text increases between the original an-
tecedent and subsequent pronouns, it becomes more difficult to re-
solve, and (ii) as a text becomes more complex, with multiple possi-
ble antecedents to choose from, linking becomes harder. Given the in-
creased performance of our coreference resolver from the inclusion of

6 The average document length of PD-G is 1507.2 tokens, which is the highest among
all datasets.
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Figure 13: Heatmap showing the POS-tag categories for the antecedents that
our fine-tuned coreference system incorrectly classified. All do-
mains except WikiCoref have the highest amount of errors made
when the antecedent is a pronoun. Here, pronouns are PRP, PRP$;
MWE is any multi-word expression, nouns are NN, NNS; proper-
nouns are NNP, NNPS; verbs are VB, VBD, VBG, VBN, VBP, VBZ;
other tags we observed were IN, JJR, JJ, RB, DT, CD, MD, POS;
and wh-words are WDT, WRB, WP, WP$.

a coherence classifier, we hypothesize that the second problem would
be easier for our system to overcome, while the first could still persist.

4.8.7 Span length

Finally, we analyse the length of the mentions linked by our models.
In general, both supervised baseline and coherence fine-tuned mod-
els perform similarly for very short (0–3 tokens) and very long (7+
tokens) mentions. However, we see an improvement in linking accu-
racy of the coherence fine-tuned model when the mention length is
between 3–7.

4.9 related work

4.9.1 Augmented Coreference Resolution

Previous work has augmented Coreference resolvers with syntax in-
formation (Clark and Manning, 2016b,d; Wiseman et al., 2016), exter-
nal world knowledge (Aralikatte et al., 2019b; Emami et al., 2018b;
Rahman and Ng, 2011b) and a variety of other linguistic features
(Haghighi and Klein, 2009; Ng, 2007; Zhang et al., 2019a). Similarly,
Ponzetto and Strube (2006a,b) used features from SRL and external
sources for a non-neural coreference resolver.
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4.9.2 Augmented Semantic Role Labelling

SRL systems have long utilised annotations from syntactic formalisms
as an essential component (Hacioglu, 2004; Levin, 1993; Pradhan et
al., 2005; Punyakanok et al., 2008; Sutton and McCallum, 2005). More
recently, Strubell et al. (2018) showed that it was possible to exploit
information from syntactic parses for supervision of the self-attention
mechanism in a fully differentiable transformer-based SRL model,
surpassing the previous state-of-the-art. Xia et al. (2019) follow up
on this, presenting a detailed investigation into various methods of
incorporating syntactic knowledge into neural SRL models, finding it
consistently beneficial.

4.9.3 Document Level Consistency

Document-level modelling has been shown to be beneficial for NLP
tasks such as machine summarization (Chen et al., 2016), transla-
tion (Junczys-Dowmunt, 2019; Maruf and Haffari, 2018; Voita et al.,
2018), sentiment analysis (Bhatia et al., 2015), and question answering
(Sadek and Meziane, 2016; Verberne et al., 2007). For semantic analyz-
ers, document-level consistency is an important requirement. Indeed,
when training on complete documents, it also provides a strong in-
put signal. In previous work Tang et al. (2015) presented a user prod-
uct neural network and validated the effects of users and products
in terms of sentiment and text-based consistency. Likewise, Du et al.
(2019) used label consistency as an additional objective for a procedu-
ral text comprehension model, showing state-of-the-art performance.
More recently, Liu and Lapata (2018) used discourse structure and
global consistency to guide a machine comprehension model.

Our approach is orthogonal and possibly complementary to those
described above: we investigate the consistency in the overall infor-
mation presented in complete documents for span graphs composed
of semantic role labeling and coreference resolution annotations.

4.10 conclusion

We presented a joint coreference resolver and semantic role labeler
along with a method of fine-tuning them with document-level co-
herence rewards over unlabeled documents. We find that this leads
to considerable performance gains for coreference resolution across
domains, and moderate improvements for semantic role labeling. Re-
sults are presented across six English coreference resolution datasets
and four English semantic role labeling datasets. Our code will be
made publicly available at https://github.com/rahular/joint-coref-srl
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M O D E L - B A S E D A N N O TAT I O N O F C O R E F E R E N C E

5.1 abstract

Humans do not make inferences over texts, but over models of what
texts are about. When annotators are asked to annotate coreferent
spans of text, it is therefore a somewhat unnatural task. This paper
presents an alternative in which we preprocess documents, linking
entities to a knowledge base, and turn the coreference annotation
task – in our case limited to pronouns – into an annotation task
where annotators are asked to assign pronouns to entities. Model-
based annotation is shown to lead to faster annotation and higher
inter-annotator agreement, and we argue that it also opens up for an
alternative approach to coreference resolution. We present two new
coreference benchmark datasets, for English Wikipedia and English
teacher-student dialogues, and evaluate state-of-the-art coreference
resolvers on them.

5.2 introduction

Language comprehension is often seen as the incremental update of
a mental model of the situation described in the text (Bower and
Morrow, 1990). The model is incrementally updated to represent the
contents of the linguistic input processed so far, word-by-word or
sentence-by-sentence. In this paper, we restrict ourselves to one cen-
tral feature shared by most theories of mental models: they include a
list of entities previously introduced in the text. This corresponds to
the constants of first-order models or the referents associated with dif-
ferent roles in frame semantics. By models we thus simply mean a set
of entities. Obviously, this is not sufficient to represent the meaning
of texts, but focusing exclusively on annotating nominal coreference,
we can ignore relations and predicates for this work. We will use
the term model-based annotation to refer to linguistic annotation using
model representations to bias or ease the work of the annotators.

Mental models have previously been discussed in linguistics lit-
erature on coreference (Runner et al., 2003). The motivation has of-
ten been that some pronouns refer to entities that are not explicitly
mentioned in the previous text, but are supposedly available in the
reader’s mental model of the text, by inference. Consider, for exam-
ple:

(1) I knocked on the door of room 624. He wasn’t in.

The introduction of the referent of he in (1) is implied by the in-
troduction of the entity room 624. In this paper, we present a new ap-
proach to annotating coreference that enables simple annotation of ex-
amples such as (1): Instead of asking an annotator to relate pronouns

43
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∅

Women’s Electoral Lobby

Janelle Ann

Singapore

Antony Kidman

Hawaii

Honolulu

Nicole KidmanKidman was born 20 June 1967 in 
Honolulu, Hawaii, while her Australian 
parents were temporarily in the United 
States on student visas. Her father was 
Antony Kidman (1938-2014), a 
biochemist, clinical psychologist and 
author, who died of a heart attack in 
Singapore aged 75. Her mother, Janelle 
Ann (nee Glenny), is a nursing instructor 
who edited her husband's books and was a 
member of the Women's Electoral Lobby.

Figure 14: Example of an annotation from the dataset.

and previous spans of text, we ask the annotator to link pronouns
and entities in document models. Moreover, we argue that model-
based annotation reduces the cognitive load of annotators, which we
experimentally test by comparing inter-annotator agreement and an-
notator efficiency across comparable annotation experiments. Fig. 14

showcases a concrete example from the collected dataset.

contributions This paper makes a technical contribution, a con-
ceptual contribution, and introduces a novel corpus annotated with
coreference to the NLP community: (a) The technical contribution
is a novel annotation methodology, where annotation is mediated
through a model representation. We believe similar techniques can
be developed for other NLP tasks; see §6 for discussion. (b) The con-
ceptual contribution is a discussion of the importance of mental mod-
els in human language processing, and an argument for explicitly
representing this level of representation in NLP models. (c) Our cor-
pus consists of manually annotated sentences from English Wikipedia
and QuAC (Choi et al., 2018). In addition to the model-based annota-
tions, we also provide the coreference links obtained in our baseline
experiments.

5.3 related work

5.3.1 Annotation interfaces

The idea of easing the cognitive load of annotators by changing the
way data is represented, is at the core of many papers on annotation
interfaces. Early tools like MMAX2 (Müller and Strube, 2006) provide
a clean user interface for annotators by highlighting mentions and
connecting entity chains to visualize coreference along with helpful
features like inter-annotator agreement checker, corpus querying, etc.
Newer tools like WebAnno (Day et al., 2004; Yimam et al., 2013) ease
the process of annotation by having support for flexible multi-layer
annotations on a single document and also provide project manage-
ment utilities. APLenty (Nghiem and Ananiadou, 2018) provides au-
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tomatic annotations for easing annotator load and also has an active
learning component which makes the automatic annotations more
accurate over time.

For relieving annotator load, these tools form clusters of corefer-
ence such that the annotator can choose to link a mention to one
of these clusters. But this is possible only after the clusters are well-
formed i.e. after some amount of annotation has taken place. One ad-
vantage of our approach is that we provide representatives for each
cluster (the entities in the document) right from the start of the anno-
tation process.

5.3.2 Mental models in NLP

Culotta et al. (2007) present a probabilistic first-order logic approach
to coreference resolution that implicitly relies on mental models. Peng
et al. (2015) focus on hard Winograd-style coreference problems and
formulate coreference resolution as an Integer Linear Programming
(ILP) to reason about likely models. Finkel and Manning (2008) also
explore simple ILPs over simple first-order models for improving
coreference resolution. They obtain improvements by focusing on en-
forcing transitivity of coreference links. In general, the use of first
order models has a long history in NLP, rooted in formal semantics,
going back to Fregean semantics. Blackburn and Bos (2005), for exam-
ple, present a comprehensive framework for solving NLP problems
by building up first order models of discourses.

5.3.3 Coreference datasets

The main resource for English coreference resolution, also used in
the CoNLL 2012 Shared Task, is OntoNotes (Pradhan et al., 2012a).
OntoNotes consists of data from multiple domains, ranging from
newswire to broadcast conversations, and also contains annotations
for Arabic and Chinese. WikiCoref (Ghaddar and Langlais, 2016) is
a smaller resource with annotated sentences sampled from English
Wikipedia. Our dataset includes paragraphs from all pages anno-
tated in WikiCoref, for comparability with this annotation project.
See §5 for discussion. Several other coreference datasets have been
introduced recently: GAP (Webster et al., 2018) is another evaluation
benchmark, also sampled from Wikipedia and focuses on address-
ing gender bias in coreference systems. Phrase Detectives (Poesio et
al., 2013b) gamifies the creation of anaphoric resources for Wikipedia
pages, fiction and art history texts. Cohen et al. (2017) annotate jour-
nal articles to create the CRAFT dataset which has structural, corefer-
ence and concept annotations. The annotation process of this dataset
is similar in spirit to ours as their concept annotations link text men-
tions to curated ontologies of concepts and entities.
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5.4 data collection

We collect 200 documents1 from two sources: (i) the summary para-
graphs of 100 English Wikipedia documents (30 titles from WikiCoref
and 70 chosen randomly), and (ii) the first 100 datapoints from the
Question-Answering in Context (QuAC) dataset. Every QuAC docu-
ment contains a Wikipedia paragraph and QA pairs created by two
annotators posing as a student asking questions and a teacher answer-
ing the questions by providing short excerpts from the text. Thus the
domain of all the documents is English Wikipedia.

5.4.1 Design Decisions

Some Wikipedia articles have short summaries with very few pro-
nouns and some do not have summaries at all. Therefore, for each
document chosen randomly, we first verify if it has a summary that
contains at least five pronouns. If it does not, we choose another
document and repeat this process till we get the required number
of documents. We then extract all the entities from every document
by parsing URL links present in the document which link to other
Wikipedia pages or Wikidata entities. For QuAC documents, where
all links are scrubbed, we parse their original Wikipedia pages to get
the entities. Lastly we remove all markups, references and lists from
the documents.

We collect a comprehensive list of English pronouns for linking.
Some pronouns by their definition, almost never refer to entities. For
example, (i) interrogative pronouns: ‘what’, ‘which’, etc., (ii) relative
pronouns: ‘as’, ‘who’, etc., and (iii) indefinite pronouns: ‘anyone’,
‘many’, etc. For completeness, we do not remove these words from
the list. We however allow the annotators to mark them specifically
as No Reference.

5.4.2 Annotation

To test our hypothesis that model-based coreference annotations are
faster to create and more coherent, we pose two tasks on Amazon Me-
chanical Turk (AMT): (i) Grounded task: where all the parsed entities
from a document are displayed to the annotator for linking with the
pronouns, (ii) Span annotation task: where the entities are not shown
and the annotator is free to choose any span as the antecedent. 30

documents from each source are doubly annotated to compute the
inter-annotator agreement and the other 70 were singly annotated.

An annotation tool with two interfaces is built, one for each task,
with slight differences between them as shown in Figures 15 and 16 re-
spectively. The tool takes in a pre-defined list of mentions (pronouns
in our case) which are markable. The annotators can link only these
words with coreferent entities. This reduces the cognitive load on the

1 We use the term document to denote a datapoint in our dataset.
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Figure 15: Screen grab of the interface for the grounded-annotation task

Figure 16: Screen grab of the interface for the span-annotation task

annotators. The annotation process for the two tasks is briefly de-
scribed below.

grounded task For this task, the interface (Fig. 15) is split into
two parts. A larger part on the right contains the document text and
the mention pronouns are highlighted in white. A sidebar on the left
is populated with all the entities extracted from the document. In case
of missing entities, the annotator has the option of adding one using
the input box present at the bottom-left of the screen. The annotators
are asked to link the mention pronouns in the document with one
or more entities by: (i) clicking on a mention, (ii) clicking on one or
more entities; , and (iii) clicking on the red Link button. If any mention
does not have an antecedent, the annotators are asked to mark them
with the grey No reference button. The color of the currently selected
mention and entities are changed to yellow for convenience. Mentions
which are already annotated are marked in green.

span annotation task In this task, the interface does not have
the sidebar (Fig. 16) and the annotators are free to mark one or more
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spans in the document as the antecedent(s) for a mention pronoun
by selecting the span(s) with their pointers. In a scenario where one
mention pronoun has to be linked with multiple antecedents, the an-
notators have to highlight the spans and click on the white Link Entity
button multiple times. Therefore, an additional red Finalize button is
provided to mark the end of one linking episode. Apart from the lack
of the entity sidebar and inclusion of the previously mentioned Final-
ize button, all other features of the interface remain the same as those
for the Grounded task.

amt details The annotation tasks were open only to native En-
glish speakers whose approval rate was above 90% and they had ten
minutes to annotate a document. Every fifth document annotated by
an annotator was a secret test document for which annotations were
known. The annotators were allowed to continue only if there was
more than 90% match between the gold and their annotations. Each
task was published 15 days apart to diversify the annotator pool.

5.5 experiments

5.5.1 Inter-annotator agreement

As mentioned in Section 5.4.2, we doubly annotate 30 documents
from each source to measure the inter-annotator agreement and the
results are presented in Table 9. The numbers clearly indicate that
the grounded tasks introduce less uncertainty about the antecedents
and hence result in more agreements between the annotators. Ideally
the exact match and F1 scores for grounded tasks should be identi-
cal. However, the slight difference observed is because of mentions
being linked to different, but similar looking entities. For example, in
the sentence “Harry Potter is a global phenomenon. It has captured
the imagination of . . . ", the mention It can be linked either to Harry
Potter – the movies or Harry Potter – the books.

5.5.2 Annotation times

We can estimate the cognitive load on the annotators by measuring
the time taken for marking the documents. Figure 17 shows the mean
annotation times and their standard deviations for annotating doc-
uments in different settings. In general, QuAC documents require
more time and effort to annotate due to the presence of QA pairs
which require the annotators to possibly re-read a portion of the con-
text paragraph. Also, it is clear that grounding the document eases
the load on annotators irrespective of the source of documents.

5.5.3 State-of-the-art

We run our data through three state-of-the-art coreference resolution
systems and report the average precision, recall and F1 scores of three
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Exact Match F1 Score

Wiki grounded 0.70 0.74

Wiki free 0.50 0.65

QuAC grounded 0.65 0.67

QuAC free 0.52 0.64

Table 9: Inter-annotator agreement scores

Figure 17: Average annotation times for the two tasks and settings

standard metrics: MUC, B3 and CEAFe (Cai and Strube, 2010), in
Table 10.2 While Clark and Manning (2016c)3 and Lee et al. (2018c)
train on OntoNotes 5 to perform both mention detection and linking,
Aralikatte et al. (2019a) use a multi-task architecture for resolving
coreference and ellipsis posed as reading comprehension, which is
also trained on OntoNotes 5, but uses gold bracketing of the men-
tions and performs only mention linking.4 The results show that the
dataset is hard even for the current state-of-the-art and thus a good
resource to evaluate new research.

5.6 discussion

The main purpose of this work is to study how humans annotate
coreference with and without grounding. Therefore we give freedom
to the annotators by asking them to abide by a minimal set of rules.
We see interesting annotation patterns in our dataset: Generally, the
indefinite pronoun ‘all’ is marked as having ‘No Reference’. But for

2 Converting our grounded data to the OntoNotes format is in some cases lossy, since
entity aliases may not perfectly match previous mentions.

3 We use an improved implementation available at
https://github.com/huggingface/neuralcoref.

4 This explains the comparatively higher numbers. See discussion in their paper for
more details.
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System
Wiki QuAC

P R F1 P R F1

Clark and Manning (2016c) 24.72 32.87 27.95 20.15 27.98 23.39

Lee et al. (2018c) 21.38 37.90 26.67 17.42 39.07 23.79

Aralikatte et al. (2019a)∗ 43.88 48.58 45.96 46.18 46.23 46.14

Table 10: The macro-averages of MUC, B3, and CEAFφ4 . (∗assumes gold
brackets for mentions.)

the sentence “. . . Harry Potter, and his friends Hermione Granger and
Ron Weasley, all of whom . . . ", for example, the pronoun ‘all’ is linked
as follows: (i) in the grounded task, the word is linked to three entities
– Harry Potter, Hermione Granger and Ron Weasley, whereas (ii) in
the span annotation task, the word is linked to the phrase “Harry
Potter, and his friends Hermione Granger and Ron Weasley". We see
that the annotation for the grounded task is cleaner than that for the
span annotation task. This effect is observed throughout the dataset.
Also, in span annotation tasks, while some annotators link mention
pronouns to the first occurrence of an entity, some link them to the
latest occurrence, sometimes resulting in multiple clusters instead of
one. By design, this is not the case in the grounded tasks.

5.6.1 Comparison with WikiCoref

WikiCoref has 30 annotated pages from English Wikipedia. Our dataset
contains 200 documents of which 30 titles are the same as those of
WikiCoref. WikiCoref uses the full Wikipedia page for annotation,
whereas we extract only the summary paragraphs from each page.
WikiCoref doubly annotates only 3 documents for reporting inter-
annotator agreement, whereas we do it for 30 documents. The inter-
annotator agreements themselves are not comparable because they
only report the Kappa coefficient for mention identification which
does not occur in our tasks.

5.6.2 Generalization to other NLP tasks

Our first annotation experiments have been limited to coreference
for pronouns, but obviously the same technique can be used to an-
notate other linguistic phenomena involving relations between noun
phrases, e.g., other forms of coreference, nominal ellipsis, implicit
arguments, or roles of semantic frames. Our models only include
individuals or constants, but if we extend our models to also in-
clude propositions holding for individuals or between individuals,
we could potentially also do grounded annotation of complex verbal
phenomena such as VP ellipsis, gapping, sluicing, etc.
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5.7 conclusion

We propose a new way of annotating coreference by grounding the
input text to reduce the cognitive load of the annotator. We do this
by making the annotators choose the antecedent for mentions from a
pre-populated entity list rather than having to select a span manually.
We empirically show that annotations performed in this manner are
faster and more coherent with higher inter-annotator agreements. We
benchmark the collected data on state-of-the-art models and release
it in the open domain at https://github.com/rahular/model-based-
coref.
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6
F O C U S AT T E N T I O N : P R O M O T I N G FA I T H F U L N E S S
A N D D I V E R S I T Y I N S U M M A R I Z AT I O N

6.1 abstract

Professional summaries are written with document-level information,
such as the theme of the document, in mind. This is in contrast with
most seq2seq decoders which simultaneously learn to focus on salient
content, while deciding what to generate, at each decoding step. With
the motivation to narrow this gap, we introduce Focus Attention
Mechanism, a simple yet effective method to encourage decoders to
proactively generate tokens that are similar or topical to the input
document. Further, we propose a Focus Sampling method to enable
generation of diverse summaries, an area currently understudied in
summarization. When evaluated on the BBC extreme summarization
task, two state-of-the-art models augmented with Focus Attention
generate summaries that are closer to the target and more faithful
to their input documents, outperforming their vanilla counterparts
on rouge and multiple faithfulness measures. We also empirically
demonstrate that Focus Sampling is more effective in generating di-
verse and faithful summaries than top-k or nucleus sampling-based
decoding methods.

6.2 introduction

Document summarization — producing the shorter version of a docu-
ment while preserving salient information (Mani, 2001; Nenkova and
McKeown, 2011) — is challenging even for humans. Today, systems
can generate summaries with a high level of fluency and coherence.
This is due to recent advances such as sequence-to-sequence archi-
tectures (seq2seq) with attention and copy mechanism (Bahdanau et
al., 2015; Gu et al., 2016; Hochreiter and Schmidhuber, 1997a), fully
attention-based Transformer architectures (Vaswani et al., 2017), and
large pretrained language models (Devlin et al., 2018; Dong et al.,
2019a; Lewis et al., 2019; Liu et al., 2019; Radford et al., 2018; Raffel
et al., 2019a; Rothe et al., 2020; Song et al., 2019; Yang et al., 2019;
Zhang et al., 2019c).

However, in terms of summary quality, many challenges remain.
For example, generating summaries that are faithful to the input is
an unsolved problem (Gabriel et al., 2020; Kryscinski et al., 2020;
Maynez et al., 2020). Furthermore, there can be multiple equally good
summaries per source document. Neural generation models fail to ac-
count for this and tend to generate outputs with low diversity due to
standard likelihood training, approximate decoding objectives, and
lack of high quality multi-reference datasets (Choi et al., 2020; Fan et

55
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A

Gold: Australia has expelled an Israeli diplomat saying Israel was behind the forging of
Australian passports linked to the murder of a Hamas operative in Dubai.

Pegasus: Australia has expelled an Israeli diplomat after concluding that forged Aus-
tralian passports used in the killing of a Hamas militant in Dubai were issued by Israel.

Our PegFame model: The Australian government has expelled an Israeli diplomat over
the use of forged Australian passports in the killing of a Hamas militant in Dubai.

B

Pegasus with Top-k Sampling

Israel has summoned the Australian ambassador to complain after the Australian govern-
ment said forged passports used in the killing of a Hamas operative in Dubai belonged
to Netanyahu’s foreign ministry.

The Australian government has ordered Israel to withdraw an officer over the use of
forged Australian passports used by the 2013 murder of a Lebanese opposition figure in
Dubai.

Pegasus with Nucleus Sampling

Israel hasracuse withdrawn an envoy after the Australian government said it concluded
that Israeli agents used forged passports used to kill a Dubai Bendigo businessman.

The Australian government has recalled an Israeli diplomat over accusation that fake
Australian passports used 436 kilometres (300 miles) from Canberra in the death of a
Hamas militant were stolen by Israeli agents.

C

Our PegFame model with novel Focus Sampling

Australia has expelled an Israeli diplomatic staff after accusing the country’s security
agency, the Israeli military’s intelligence agency, of being responsible for the use of Aus-
tralian visas used in the killing of a Palestinian.

The Australian government has expelled an Israeli diplomatic staff after it said the coun-
try was responsible for the use of Australian visas used in the killing of a Palestinian in
the Middle East.

Figure 18: Block A shows the best predictions from Pegasus and our Peg-
Fame (Pegasus with Fame) model, along with the Gold summary
for an XSum article. Block B presents diverse summaries gener-
ated from Pegasus using top-k and nucleus sampling. Block C
shows diverse summaries generated using our PegFame model
with Focus sampling. The text in orange is not supported by the
input article.

al., 2018; Freitag et al., 2020; Kulikov et al., 2019). Not much attention
has been given to generation of diverse, yet faithful summaries – two
goals are often challenging to achieve simultaneously (Hashimoto et
al., 2019); a model can produce diverse outputs through sampling
(Fan et al., 2018; Holtzman et al., 2020), but at the cost of quality.

In this paper we introduce a Focus Attention MEchanism (or Fame)
to transformer-based seq2seq architectures. Fame is inspired by how
humans write summaries. Specifically, Fame aims to perform source-
side planning to focus the summary on supported and topical content.
Fame achieves this through a novel technique which augments stan-
dard contextual representations with a dynamic source-conditioned
vocabulary biasing layer. We present the following experimental find-
ings:

fame promotes summaries faithful to the source When
evaluated on the BBC extreme summarization task (XSum; Narayan et
al., 2018), experiments with two state-of-the-art summarizers – Rober-
taS2S (Rothe et al., 2020) and Pegasus (Zhang et al., 2019c) – show
that both models generate summaries that are more faithful to their
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input documents when augmented with Fame, in comparison with
their vanilla counterparts.1 Faithfulness is measured through a va-
riety of previously proposed metrics. In addition, we leverage the
manually annotated document-summary pairs for faithfulness from
Maynez et al. (2020) and train a scorer which serves as an efficient
proxy for expensive human evaluations. We call this metric BERT-
Faithful.

fame enables diverse summaries Fame, by design, supports
Focus Sampling – a technique that is more effective in sampling topi-
cally relevant tokens to generate diverse, yet topically consistent and
faithful outputs, than other sampling methods (Fan et al., 2018; Holtz-
man et al., 2020). Figure 18 illustrates how focus sampling generates
better summaries than other sampling methods. We demonstrate the
effectiveness of our new Focus Sampling technique using a variety of
existing diversity and faithfulness measures. Empirically, we find that
optimizing for high diversity often comes at the cost of faithfulness.
Thus Fame provides a mechanism for trading-off high faithfulness
with better diversity in summarization.

6.3 related work

6.3.1 Task-Specific Architectural Priors

Several works enhance seq2seq architectures with task-specific priors.
Pointer-generator style models (See et al., 2017; Xu et al., 2020) can
accurately generate mostly extractive summaries by copying words
from the source text via pointing. Text editing models (Dong et al.,
2019b; Mallinson et al., 2020; Malmi et al., 2019) cast text generation
as a sequence tagging problem with carefully selected edit operations
required for the task. Others focus on improving content selection
to better constrain the model to likely input phrases (Gehrmann et
al., 2018) or by improving the representation of relevant input to-
kens (Zhou et al., 2017). Instead of directly modeling such priors,
Fame learns the theme of the document through dynamic vocabu-
lary biasing. Thus, Fame can be seen as a generalization of Pointer-
generator or text-editing models via soft vocabulary learning. In fact,
our Fame models achieve state-of-the-art on text-editing tasks (Ap-
pendix A.3.3).

6.3.2 Topic-Aware Generation Models

The idea of capturing document-level semantic information has been
widely explored in the summarization community. Barzilay and El-
hadad (1997) use WordNet (Fellbaum, 1998) to model a text’s content
relative to a topic based on lexical chains. Lin and Hovy (2000) pro-
pose to learn topic signatures for summarizing documents. Recently,

1 In the paper we focus on assessing Fame on XSum. But other summarization and
text editing results can be found in Appendix A.3.2 and A.3.3.
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document-level topic information has been used for improving neu-
ral language models (Dieng et al., 2017; Ghosh et al., 2016; Karmaker
Santu et al., 2019; Mikolov and Zweig, 2012), neural response gener-
ators (Dziri et al., 2019; Xing et al., 2017), and not surprisingly, neu-
ral summarizers (Ailem et al., 2019; Narayan et al., 2018; Wang et
al., 2020e). Both, Narayan et al. (2018) and Ailem et al. (2019), use a
pretrained Latent Dirichlet Allocation (LDA; Blei et al., 2003) model,
whereas, Wang et al. (2020e) use Poisson factor analysis (Zhou et al.,
2012), to synthesize topic vectors for the input. Instead, we dynami-
cally learn a target-induced topic distribution for the input under the
assumption that the human-written summary is a good proxy for the
input document.

6.3.3 Faithful Generation Models

Cao et al. (2017) force faithful generation by conditioning on both
source text and extracted fact descriptions from the source text. Song
et al. (2020) propose to jointly generate a sentence and its syntactic
dependency parse to induce grammaticality and faithfulness. Tian et
al. (2019) learn a confidence score to ensure that the model attends
to the source whenever necessary. Wang et al. (2020f) introduce new
input-output matching and embedding similarity losses to alleviate
hallucination issues. Yet, the task of generating text that is consistent
with the input remains an open problem (Gabriel et al., 2020).

6.3.4 Diverse Generation Models

There has been a surge of interest in making language models gener-
ate more diverse and human-like outputs. Vijayakumar et al. (2018)
and Kulikov et al. (2019) diversify beam search, using a task-specific
scoring function, or constrain beam hypotheses to be sufficiently dif-
ferent. Others avoid text degeneration by truncating the unreliable
tail of the probability distribution at each decoding step, either by
sampling from the top-k tokens (Top-k Sampling; Fan et al., 2018) or
by sampling from a dynamic nucleus of tokens with the bulk of the
probability mass (Nucleus Sampling; Holtzman et al., 2020). Others
modify the training objective to make the distribution sparse (Mar-
tins et al., 2020) or assign lower probability to unlikely generations
(Welleck et al., 2019a).

For conditional text generation, most work focuses on generating
diverse questions (Dong et al., 2017; Narayan et al., 2016; Sultan et al.,
2020; Wang et al., 2020d) or paraphrases (Cao and Wan, 2020; Dai et
al., 2017; Li et al., 2016b; Xu et al., 2018). Following Gehrmann et al.
(2018), Cho et al. (2019) use a mixture of experts to sample different
binary masks on the source sequence for diverse content selection for
summarization.

Our focus sampling is similar to top-k and nucleus sampling meth-
ods; in that it truncates the tail of the probability distribution. How-
ever, instead of truncating it at each decoding step, it biases the de-
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coder proactively to generate output from a set of tokens which are
topically-relevant to the input.

6.4 summarization with focus attention

Given an input document X1:n, we aim to generate its summary Y1:m,
where n and m are input and output sequence lengths. We address
this problem using seq2seq architectures with Transformer encoder
and decoder, augmented with Fame, as depicted in Figure 19. Fame

learns a distribution txi for each input token xi over the vocabulary,
measuring similarity of xi (in context) to the tokens in the vocabulary.
The vocabulary distributions, txi , for all xi are combined to form a
dynamic vocabulary bias that is added to the decoder logits. This
mechanism enhances the conditioning on the input source and en-
courages the decoder to generate tokens that are topically similar to
the input.

6.4.1 Transformer-based seq2seq Model

The encoder uses BERT Transformer layers with multi-headed self-
attention to encode X to a vector sequence X = x1, . . . , xn, with xi ∈
Rh, where h is the size of hidden representation. The decoder uses
an identical architecture, except that at decoding step t, layer l adds
a conditional representation ylt ∈ Rh for the token yt by attending
to the output representation Yl−11:t−1 = yl−11 , . . . ,yl−1t−1 generated so
far through self-attention and by attending to the input contextual
representation X through encoder-decoder attention. The probability
of predicting the next token yt from a vocabulary V is:

p(yt|Y1:t−1,X; θ) = softmax(EyLt ), (6.3)

where, yLt is the representation from the final decoder layer L, E ∈
R|V |×h the embedding matrix and θ the model parameters. Parame-
ters are trained by minimizing cross-entropy at each decoding step:

LMLE(θ) = −
1

m

m∑
i=1

logp(ŷt|Ŷ1:t−1,X; θ), (6.4)

where, Ŷ1:m is the human-written summary.

6.4.2 Focus Attention MEchansim (Fame)

It is challenging for a decoder to obtain all relevant information from
the conditional representation yLt to learn the vocabulary output log-
its such that predictions yt are consistent with the input. Other model-
ing factors, specifically the decoder language model, can overwhelm
model predictions. Fame (Figure 19) addresses this by introducing
a short-circuit from the source to the vocabulary output logits via a
source-conditioned bias on vocabulary items.

We take the encoder representation X = x1, . . . , xn and learn a
Token-level Vocabulary Distribution txi = gelu(xiW1)W2E ∈ R|V |, for
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Figure 19: A Transformer-based encoder-decoder architecture with Fame.

each token xi in the input sequence X. txi measures the contextual
similarity of the input token xi to the tokens in the vocabulary;W1 ∈
Rh×h

′
and W2 ∈ Rh

′×h are parameters of newly introduced dense
layers, h ′ is the intermediate filter size. We define a Source-conditioned
Vocabulary Distribution as tX = 1/n

∑n
i=1 txi ∈ R|V | as an average of

token-level vocabulary distributions for tokens present in the input
sequence X, capturing the similarity of X to the tokens in the vocabu-
lary.

Let aLt ∈ Rn be the encoder-decoder attention distribution over the
source tokens for the output token yt and the final decoder layer L.
We use aLt to produce a weighted sum of the token-level vocabulary
distributions to compute a dynamic vocabulary bias, or Focus Bias
ft =

∑n
i=1 a

L
t,itxi ∈ R|V | at decoding step t. We modify the probabil-

ity of predicting the next token yt from a vocabulary V as:

p(yt|Y1:t−1,X; θ) = softmax(yLtE+ ft) (6.5)

We call this Focused Probability Distribution, and it modifies the output
logits dynamically to put more focus on those tokens in the vocab-
ulary which are similar to the attended tokens in X. The focus bias
introduces a human-inspired control to the model where we do not
generate the output in a fully abstractive manner (as in equation 6.3),
but we proactively generate output tokens that are similar to the in-
put tokens (as in equation 6.5).

6.4.3 Summary-induced Topic Focused Distribution

We aim to guide our focus bias ft to be a better representative of
the topical content relevant for the task. We achieve this by using
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the human-written summary Ŷ as a proxy for the topical content of
the input and impose the following prior on the source-conditioned
vocabulary distribution tX:

LTopic(θ) = −
1

|V |

|V |∑
i=1

([vi ∈ Ŷ] log(σ(tX,i))

+ [vi /∈ Ŷ] log(1− σ(tX,i))).

(6.6)

We further refine equation 6.6 by replacing Ŷ with Ŷc = Ŷ − F, where
F is a set of |F| most frequent tokens in the vocabulary,2 to improve
focus on content words. Our final loss function is then

L = λLMLE + (1− λ)LTopic, (6.7)

where, λ is an hyper parameter.3

By enforcing tX to be a topic distribution for the input X, we en-
courage the focus bias ft to promote topically relevant tokens, and
subsequently generate topically consistent outputs. Importantly, our
focus bias with target-induced topic distribution is task-agnostic and
less vulnerable to reference divergence issues (Dhingra et al., 2019;
Maynez et al., 2020), and can learn any property embodied in the tar-
get relevant for the task. For example, depending on the task, ft can
learn to favour input tokens (e.g., for mostly extractive summaries) or
new tokens (e.g., for mostly abstractive summaries). This is in sharp
contrast to models that introduce task-specific priors, e.g., the pointer-
generator network (See et al., 2017) that can copy words from the
source text, but does not do well on extreme summarization which is
highly abstractive in nature (Narayan et al., 2018).

6.4.4 Focus Sampling: Promoting Diversity in Faithful Generation

We introduce Focus Sampling with Fame to construct a subset Vk ⊆ V
by sampling k tokens from the topic distribution tX (Focussample,k).
Then, we modify equation 6.5 as

p(yt|Y1:t−1,X; θ) =softmax(yLtE+ ft)i if vi ∈ Vk ∪ F

0, otherwise.

(6.8)

For document summarization, the subset Vk will capture topically
salient tokens necessary to generate a summary; F is always added to
Vk to ensure that the model has access to function words. By tuning
the parameters of sampling, we can enforce the model to control the
faithfulness or diversity of the outputs.

Focus sampling has similarities to top-k (Divtop,k; Fan et al., 2018)
and nucleus sampling (Divnucleus; Holtzman et al., 2020); in that they
all aim to promote diversity. At each decoding step, the top-k sam-
pling diversifies the generation process by sampling a token from the

2 which are usually articles or other function words.
3 λ is set to 0.5 for all experiments.
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top k tokens in the final output distribution. Similarly, nucleus sam-
pling samples from a dynamic nucleus of tokens containing the vast
majority (with a cumulative probability p) of the probability distri-
bution. Both top-k and nucleus sampling shorten the tail of the out-
put distribution at each decoding step, whereas focus sampling con-
strains the decoder to use a fixed and topically relevant vocabulary
Vk. Unlike the other two techniques, Focussample,k can also benefit
from standard beam search decoding, leading to superior generation
that is not only diverse, but also consistent with the input document.

6.5 experimental setup

In this section we present our experimental setup to assess the ability
of our Fame models to generate faithful summaries and to demon-
strate that focus sampling is more effective in generating diverse and
faithful summaries than other sampling-based decoding methods.

6.5.1 Extreme Summarization

We evaluate Fame models on extreme document summarization (XSum;
Narayan et al., 2018). The XSum summaries, are extreme in that the
documents are summarized into single-sentence summaries. These
summaries demonstrate a high level of abstractiveness, and gener-
ating them automatically requires document-level inference, abstrac-
tion, and paraphrasing. Due to their extreme nature, XSum summaries
are ideal to evaluate Fame models’ ability to capture the theme of
the document.4 We use on the original cased version consisting of
204,045/11,332/11,334 training/validation/test document-summary
pairs. During training, the input documents are truncated to 512 to-
kens. The length of the summaries are limited to 64.

6.5.2 Pretrained Models with Fame

We introduce Fame to two popular seq2seq architectures: RoBERTa
initialized seq2seq (RobertaS2S, Rothe et al., 2020) and Pegasus (Zhang
et al., 2019c). We refer RobertaS2S models with Fame as RobFame

and Pegasus with Fame with PegFame.
We experiment with RobertaS2S-Large with shared encoder and

decoder; it has 24 layers, a hidden size of 1024, filter size of 4096,
16 attention heads, and a vocabulary with 50K sentence pieces (Kudo
and Richardson, 2018). RobertaS2S has around 455M parameters and
RobFame has an additional 8M parameters.

The best-performing Pegasus model from Zhang et al. (2019c) is
not directly comparable with RobertaS2S. It does not share the en-
coder and decoder, it only has 16 layers, a hidden size of 1024, filter

4 We further experiment with long-form story highlight generation (Cnn/Dm; Her-
mann et al., 2015) and two text editing tasks: Sentence Fusion (Geva et al., 2019) and
Sentence Splitting (Botha et al., 2018). Their results can be found in Appendix A.3.2
and A.3.3. Our Fame models achieve SOTA on both text-editing tasks.
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size of 4096, 16 attention heads, with a total of 568M parameters,
and it also uses a much larger vocabulary with 91K sentence pieces.
Hence, we trained our own Pegasus model. We use the same archi-
tecture as RobertaS2S and pretrain it on a mixture of C4 (Raffel et al.,
2019a) and HugeNews (Zhang et al., 2019c) datasets with the original
objective of generating salient GAP-sentences.

Our experiments focus on this newly trained Pegasus model which
has same number of parameters and vocabulary as RobertaS2S. But
in contrast to RobertaS2S, the encoder-decoder attention in Pegasus

is pretrained. This allows us to analyse how focus attention affects
pretrained (Pegasus) vs randomly-initialized (RobertaS2S) encoder-
decoder attentions.5

6.5.3 Evaluation Metrics

lexical overlap We report rouge F1 scores (Lin and Hovy, 2003)
against reference summaries; in particular, we report on rouge-1 and
rouge-2 for informativeness and rouge-l for fluency.6

semantic similarity We report BERTScore (Zhang et al., 2020b)
which computes the contextual similarity between a candidate and
its reference summary.

faithfulness rouge and BERTScore do not correlate well with
faithfulness of the generated summaries (Maynez et al., 2020). Human
evaluation is traditionally considered as the gold standard for mea-
suring faithfulness. But recent research has shown that even human
evaluation has shortcomings (Schoch et al., 2020). Moreover, it is pro-
hibitively expensive. This has led to the proposal of meta-evaluation
metrics for various generation tasks (Durmus et al., 2020; Kryściński
et al., 2019; Rei et al., 2020; Sellam et al., 2020).

We evaluate Fame models on semantic inference metrics such as
textual entailment (Falke et al., 2019; Kryscinski et al., 2019; Pasunuru
and Bansal, 2018; Welleck et al., 2019b) and question answering (Aru-
mae and Liu, 2019; Wang et al., 2020a). In particular, we report the
probability of a summary entailing (ent.) its input document (Maynez
et al., 2020) and QA-based Feqa scores (Durmus et al., 2020). For
ent. scores, we train an entailment classifier by fine-tuning a BERT-
Large pretrained model (Devlin et al., 2018) on the Multi-NLI dataset
(Williams et al., 2018). For Feqa, we use a fine-tuned BART (Lewis et
al., 2019) language model for question generation to generate ques-
tions from the summaries, and a BERT-base model fine-tuned on
SQuAD (Rajpurkar et al., 2016b) to answer the generated questions
with input document as context.7

In addition to ent. and Feqa, we train a scorer leveraging manually
annotated document-summary pairs for faithfulness, as a surrogate

5 See Appendix A.3.1 for implementation details and hyperparameter settings.
6 We lowercased candidate and reference summaries and used pyrouge with parame-

ters “-a -c 95 -m -n 4 -w 1.2.”
7 We used the Feqa code available here: https://github.com/esdurmus/feqa/.
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for human evaluation and call this metric BERTFaithful.8 In particular,
we finetune a BERT-Base classifier on 500 manually annotated doc-
ument and gold summary pairs for the XSum dataset from Maynez
et al. (2020) to predict whether a summary is faithful to the input
document or not.9 We report the percentage of summaries that were
faithful ( 1N

∑
i 1[pi(faithful) > 0.5]) and the model’s confidence to

generate faithful summaries ( 1N
∑
i pi(faithful)); N is the total num-

ber of examples in the test set.

diversity We report the number of times (out of n), a model is
able to generate a completely new summary (Unique), and Distinct-
N (Li et al., 2016a), measuring the lexical diversity in the generated
summaries. Distinct-N is estimated as the number of distinct n-grams
of order n divided by the total number of n-grams of the same order,
in all generated summaries.

Finally, we also report the average length of summaries (Len.), rep-
etition errors (Rep., estimated as the percentage of summaries with
at least one repetition of rare or content words), and rouge-1 preci-
sion against the input document (R1, P%), to better understand their
quality.

6.6 results

Models
Lexical Sem. Faithfulness others

Overlap (w/ ref) Sim.
ent. Feqa BERT-F Len. Rep. R1

R1 R2 RL BERTSc. % conf. (↓) (P%)

RobertaS2S 41.45 18.79 33.90 80.6 39.1 19.8 21.5 0.216 21.2 24.2 71.1

RobFame 42.15 19.68 34.81 80.8 41.3 21.2 22.7 0.226 20.8 20.7 72.5

Pegasus 44.85 22.26 37.03 81.7 43.6 24.5 27.0 0.263 21.1 6.0 73.8

PegFame 45.31 22.75 37.46 81.9 44.8 24.8 27.3 0.269 20.8 5.3 74.3

Table 11: Abstractive Summarization results on XSum test set comparing
Fame models with their baselines. For all our models, we use stan-
dard beam decoding with a beam size of 4 to generate the single
best summary for a document. Focus sampling is not used here.
See Section 6.5.3 for details on the evaluation metrics reported.
Best number for each metric is boldfaced. (BERTSc. and BERT-F
stand for BertScore and BERTFaithful respectively.)

8 A very similar scorer was used in the GEM benchmark (Gehrmann et al., 2021) to
identify and extract the subset with faithful reference summaries from the XSum
dataset (Narayan et al., 2018).

9 Out of 500, 90% of the document-summary pairs were used for training and the rest
50 document-summary pairs were used for validation. We used the validation set
to estimate Spearman’s correlation coefficients of different metrics with the human
assessment for faithfulness. We found that both entailment scores (ent.) and BERT-
Faithful are moderately correlated with faithfulness with correlation coefficients of
0.4387 and 0.3889, respectively. As such, we believe that BERTFaithful works as an
efficient proxy for expensive human evaluation for faithfulness for XSum summaries.
More work is needed to understand if BERTFaithful generalizes to other datasets.
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Metrics Uni.
Dist.-N rouge

ent. B-Sc.
1 2 3 R1 R2 RL

RobertaS2S

(Divtop,k) 9.98 2.5 25.0 57.7 33.6 12.0 26.5 21.8 76.9

(Divnucleus) 9.99 4.1 30.1 62.2 32.4 11.4 25.6 19.7 75.7

RobFame

(Divtop,k) 9.99 2.3 25.0 58.1 32.7 11.3 25.7 20.3 76.6

(Divnucleus) 9.99 4.1 30.7 63.2 31.3 10.6 24.7 18.0 75.4

(Focussample,k) 1.61 3.5 22.4 43.9 38.0 15.7 31.0 34.3 78.6

(Focussample,k, Divtop,k) 9.99 2.1 20.3 51.8 31.8 10.2 24.7 24.3 75.4

(Focussample,k, Divnucleus) 9.98 1.9 18.4 48.2 32.9 11.1 25.8 25.9 76.1

Pegasus

(Divtop,k) 9.98 1.9 23.2 55.3 36.6 14.3 28.8 27.7 78.4

(Divnucleus) 9.99 3.8 30.5 63.1 34.1 12.8 26.9 22.7 76.5

PegFame

(Divtop,k) 9.98 1.9 23.2 55.5 36.7 14.5 29.0 28.5 78.5

(Divnucleus) 9.99 3.8 30.4 63.1 34.2 12.8 27.0 23.2 76.6

(Focussample,k) 2.77 2.4 16.5 34.2 37.5 15.4 30.3 33.6 77.9

(Focussample,k, Divtop,k) 8.99 2.8 23.0 54.7 31.5 10.3 24.4 22.8 74.7

(Focussample,k, Divnucleus) 9.98 2.6 20.8 50.9 32.5 11.0 25.3 24.8 75.3

Table 12: Assessment of diversity, relevance and faithfulness with focus sam-
pling on the XSum test set. (Uni., ent., and B-Sc. represent unique
summaries, entailment scores, and BERTScores respectively.)

fame summaries are more fluent, informative and faith-
ful . Table 11 presents results comparing our Fame models, Rob-
Fame and PegFame, against their counterparts RobertaS2S and Pega-
sus, respectively. Both Fame models clearly outperform their vanilla
counterparts in terms of generating summaries that are more fluent
(see RL and Rep.), more informative (see R1, R2 and BERTSc.) and
more faithful (see ent., Feqa and BERTFaithful). Among all four mod-
els, PegFame summaries are most fluent, informative and faithful.

We further did pairwise comparisons for all measures in Table 11

and found that all differences are statistically significant except for
BERTScore and faithfulness measures between Pegasus and PegFame.10

These assessments demonstrate that Fame models aid both Rober-
taS2S and Pegasus in generating fluent, faithful and relevant sum-
maries, but are more effective in RobertaS2S than in Pegasus for
extreme summarization.

generating diverse and faithful summaries with focus

sampling . Table 12 presents results assessing focus sampling (Focussample,k),
top-k sampling (Divtop,k) and nucleus sampling (Divnucleus), for their
abilities to generate diverse and faithful summaries. For Focussample,k,

10 All significance tests in this work are pairwise comparisons (one-way ANOVA with
posthoc Tukey HSD tests; p < 0.01).

[ September 27, 2021 at 21:15 – classicthesis version 1.0 ]



66 focus attention for faithfulness and diversity in summarization

we choose k = 10, 000. We follow Holtzman et al. (2020) and choose
k = 640 and the nucleus probability p = 0.95, for Divtop,k and Divnucleus,
respectively. For Focussample,k, we decode with a beam size of 4. We
also report Focussample,k with Divtop,k and Divnucleus to assess if they
can benefit one-another. In each setting we sample 10 summaries for
each input document. For all metrics, we report the average over all
10 samples.11

Both Divtop,k and Divnucleus almost always generate a new sum-
mary. In comparison Focussample,k generates 1.61 and 2.77 unique
summaries using RobFame and PegFame models, respectively. Divnucleus

tends to generate the most distinct unigrams, bigrams, and trigrams.
Interestingly, Focussample,k summaries have a more diverse collection
of unigrams than in Divtop,k summaries (3.5% vs 2.3% for RobFame

and 2.4% vs 1.9% for PegFame).
The high diversity in Divtop,k and Divnucleus comes at the cost of

faithfulness; summaries generated with these sampling techniques
have poor entailment scores. Focussample,k, on the other hand, gen-
erates summaries which entail documents the most. It also has the
highest rouge scores across the board. Some of the generated exam-
ples can be seen in Figure 18. More predictions from other models
can be found in Appendix A.3.5. Augmenting Divtop,k and Divnucleus

with Focussample,k is not desirable because, though it increases diver-
sity in terms of uniqueness and Distinct-3 scores, faithfulness suffers
again.

Comparing results in Table 12 to the results in Table 11, it is clear
that diversity comes at the cost of quality (e.g., RL/ent. scores for
RobFame and RobFame-Focussample,k are 34.81/41.3 and 31.0/34.3,
respectively). However, Focussample,k is superior to both Divtop,k and
Divnucleus in generating better quality summaries.

Figure 20: Top 40 sentence pieces and their logits from topic distribution
tX in RobFame and PegFame for the XSum article discussed in
Figure 18.

11 Feqa and BERTFaithful scores are dropped due to time constraints.
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Figure 21: rouge-1 F1 scores of RobFame and PegFame models with differ-
ent top-k vocabularies (equation 6.8) on the XSum test set. Similar
patters are observed for rouge-2 and rouge-l scores.

focus attention and sampling work differently in rob-
fame and pegfame . Since both encoder-decoder and focus at-
tention parameters of RobFame are randomly initialized, they learn
to compliment each other and learn a peaky topic distribution. On the
other hand, since PegFame’s encoder-decoder attention is pre-trained,
there is a push-pull effect between it and focus attention. This results
in a smoother topic distribution, as seen in Figure 20.12

Although we see that both models’ token sets capture the target
intent well, the peaky distribution of RobFame enables more accurate
predictions than that of PegFame, in a controlled generation setting.
A comparison is presented in Figure 21 where we show how rouge-1
scores vary when we use only top-k tokens from tX for generation.13

We observe that RobFame consistently outperforms PegFame with
the lower values of k ∈ {50, 100, 200, 500, 1000}.

Further, we observe that RobFame generates fewer unique sum-
maries (1.61 vs 2.77) but has higher Distinct-N scores (3.5/22.4/43.9
vs 2.4/16.5/34.2) than PegFame, with Focussample,k in Table 12. This
can be again be attributed to how Fame works differently in Rob-
Fame and PegFame. When Vk is sampled from RobFame’s peaky dis-
tribution, the beam search decoding often tends to generate similar
summaries (leading to a lower Uniqueness score) as the sampled Vks
do not diverge by much from each other. But when it does diverge,
the decoder tends to generate completely new summaries (leading to
higher Distinct-N scores).

Currently, we set k = 10, 000 for our focus sampling experiments
following our observations in Figure 21. Future work will focus on
how to better leverage trade-off between diversity and faithfulness by
controlling the peakiness of the topic distribution tX.

12 This difference in topic distributions is consistent across the whole test set. We com-
pute the peakiness score of a topic distribution as the slope of the line connecting
logits of the top-1st token to the top-100th token. The average peakiness scores across
the XSum testset for RobFame and PegFame are 1.25 (51

◦) and 0.45 (24.3◦), respec-
tively.

13 Additional results and model predictions for these experiments can be found in
Appendix A.3.4.
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Models R1 R2 RL

Lead 16.30 1.61 11.95

PtGen (See et al., 2017) 29.70 9.21 23.24

ConvS2S (Narayan et al., 2018) 31.89 11.54 25.75

MMN (Kim et al., 2019) 32.00 12.10 26.00

MASS (Song et al., 2019) 39.75 17.24 31.95

BART (Lewis et al., 2019) 45.14 22.27 37.25

Pegasus (Zhang et al., 2019c) 47.21 24.56 39.25

RobertaS2S (Rothe et al., 2020) 41.45 18.79 33.90

RobFame (w/o equation 6.6) 41.27 18.86 33.90

RobFame 42.15 19.68 34.81

Oracle 72.22 42.22 53.89

Pegasus (ours) 44.85 22.26 37.03

PegFame (w/o equation 6.6) 44.54 22.00 36.83

PegFame 45.31 22.75 37.46

Oracle 82.39 60.61 69.19

Table 13: Ablations and SOTA comparisons on XSum dataset. The
underlined bold results are from the best performing models from
literature and the bold results are the best performing Fame mod-
els.

ablations and sota comparisons We emphasize that Fame

or focus sampling does not aim to improve on state-of-the-results in
terms of rouge, but to generate more faithful or diverse summaries
while maintaining their quality. For completeness, we compare our
RobFame and PegFame models to their ablations and other state-of-
the-art models on XSum in Table 13.

We report rouge scores for Fame in the ideal scenario (Oracle)
where it focuses on all the correct tokens in the input, i.e., the topic
distribution tX is identical to the distribution observed in the refer-
ence summary. These models generate summaries with very high
rouge scores when the model is given the correct tokens to focus
on. The gap between the Oracle and Fame scores suggests that
there is still a lot of work to be done in this space. Focus attention
without any topical supervision (models w/o equation 6.6) is not
significantly better than the baselines. But RobFame and PegFame

(trained with joint supervision in equation 6.7) significantly outper-
form RobertaS2S and Pegasus, respectively.

Our best model PegFame performs better than PtGen (See et al.,
2017), ConvS2S (Narayan et al., 2018), MMN (Kim et al., 2019), MASS
(Song et al., 2019) and BART (Lewis et al., 2019), but worse when the
original Pegasus (Zhang et al., 2019c). This can be expected as the
number of parameters in PegFame is far less than that in the original
Pegasus.
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6.7 conclusion

We introduced Fame, a new attention mechanism which dynamically
biases the decoder to proactively generate tokens that are topically
similar to the input. Fame enhances the faithfulness of existing state-
of-the-art abstract summarization models while improving their over-
all rouge scores. Finally, our newly introduced focus sampling tech-
nique is a better alternative to top-k or nucleus sampling to generate
diverse set of faithful summaries.

ethical considerations

The nature of text generation leads to multiple ethical considera-
tions when applied to applications. The main failure mode is that
the model can learn to mimic target properties in the training data
that are not desirable.

faithfulness and factuality Since models create new text,
there is the danger that they may neither be faithful to the source
material nor factual. This can be exacerbated when the data itself
has highly abstractive targets, which require the model to generate
words not seen in the source material during training. This often leads
the model to generate content inconsistent with the source material
(Gabriel et al., 2020; Kryscinski et al., 2020; Maynez et al., 2020).

trustworthy data If the data itself is not trustworthy (comes
from suspect or malicious sources) the model itself will naturally be-
come untrustworthy as it will ultimately learn the language and top-
ics of the training data. For instance, if the training data is about
Obama birther conspiracies, and the model is asked to generate infor-
mation about the early life of Obama, there is a risk that such false
claims will be predicted by the model.

bias in data Similarly, biases in the data around gender, race,
etc., risk being propagated in the model predictions, which is com-
mon for most NLP tasks. This is especially true when the models are
trained from non-contemporary data that do not represent current
norms and practices (Blodgett et al., 2020).

The above considerations are non-malicious, in that the model is
merely learning to behave as its underlying source material. If users
of such models are not aware of these issues and do not account for
them, e.g., with better data selection, evaluation, etc., then the gener-
ated text can be damaging.

Generation models can also be misused in malicious ways. These in-
clude generating fake news, spam, and other text meant to mislead
large parts of the general population.
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7
M I N I M A X A N D N E Y M A N – P E A R S O N
M E TA - L E A R N I N G F O R O U T L I E R L A N G U A G E S

7.1 abstract

Model-agnostic meta-learning (MAML) has been recently put forth as
a strategy to learn resource-poor languages in a sample-efficient fash-
ion. Nevertheless, the properties of these languages are often not well
represented by those available during training. Hence, we argue that
the i.i.d. assumption ingrained in MAML makes it ill-suited for cross-
lingual NLP. In fact, under a decision-theoretic framework, MAML
can be interpreted as minimising the expected risk across training
languages (with a uniform prior), which is known as Bayes criterion.
To increase its robustness to outlier languages, we create two variants
of MAML based on alternative criteria: Minimax MAML reduces the
maximum risk across languages, while Neyman–Pearson MAML con-
strains the risk in each language to a maximum threshold. Both crite-
ria constitute fully differentiable two-player games. In light of this, we
propose a new adaptive optimiser solving for a local approximation
to their Nash equilibrium. We evaluate both model variants on two
popular NLP tasks, part-of-speech tagging and question answering.
We report gains for their average and minimum performance across
low-resource languages in zero- and few-shot settings, compared to
joint multi-source transfer and vanilla MAML. The code for our ex-
periments is available at https://github.com/rahular/robust-maml.

7.2 introduction

Knowledge transfer is ubiquitous in machine learning because of
the general scarcity of annotated data (Caruana, 1997; Pratt, 1993;
Ruder, 2019, inter alia). A prominent example thereof is transfer from
resource-rich languages to resource-poor languages (Ponti et al., 2019b;
Ruder et al., 2019; Wu and Dredze, 2019). Recently, Model-Agnostic
Meta-Learning (MAML; Finn et al., 2017) has come to the fore as a
promising paradigm: it explicitly trains neural models that adapt to
new languages quickly by extrapolating from just a few annotated
data points Gu et al., 2018; Li et al., 2020b; Nooralahzadeh et al., 2020;
Wu et al., 2020a.

MAML usually rests on the simplifying assumption that the source
‘tasks’ and the target ‘tasks’ are independent and identically distributed
(henceforth, i.i.d.). However, in practice most scenarios of cross-lingual
transfer violate this assumption: training languages documented in
mainstream datasets do not reflect the cross-lingual variation, as they
belong to a clique of few families, geographical areas, and typolog-
ical features Bender, 2009; Joshi et al., 2020. Therefore, the majority
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of the world’s languages lies outside of such a clique. As training
and evaluation languages differ in their joint distribution, they are
not exchangeable (Orbanz, 2012; Ponti, 2021, ch. 6). Therefore, there
is no formal guarantee that MAML generalises to the very languages
whose need for transfer is most critical.

In this work, we interpret meta-learning within a decision-theoretic
framework (Bickel and Doksum, 2015). MAML, we show, minimises
the expected risk across languages found in the training distribution.
Hence, it follows a so-called Bayes criterion. What if, instead, we for-
mulated alternative criteria geared towards outlier languages? The
first criterion we propose, Minimax MAML, is designed to be robust
to worst-case-scenario out-of-distribution transfer: it minimises the
maximum risk by learning an adversarial language distribution. The
second criterion, Neyman–Pearson MAML, upper-bounds the risk for
an arbitrary subset of languages via Lagrange multipliers, such that
it does not exceed a predetermined threshold.

Crucially, both of these alternative criteria constitute competitive
games between two players: one minimising the loss with respect
to the neural parameters, the other maximising it with respect to
the language distribution (Minimax MAML) or Lagrange multipliers
(Neyman–Pearson MAML). Since an absolute Nash equilibrium may
not exist for non-convex functions (Jin et al., 2020), such as neural net-
works, a common solution is to approximate local equilibria instead
(Schäfer and Anandkumar, 2019). Therefore, we build on previously
proposed optimisers (Balduzzi et al., 2018; Gemp and Mahadevan,
2018; Letcher et al., 2019) where players follow non-trivial strategies
that take into account the opponent’s predicted moves. In particular,
we enhance them with first-order momentum and adaptive learning
rate and apply them on our newly proposed criteria.
We run experiments on Universal Dependencies (Zeman et al., 2020)
for part-of-speech (POS) tagging and TyDiQA (Clark et al., 2020) for
question answering (QA). We perform knowledge transfer to 14 and
8 target languages, respectively, which belong to under-represented
and often endangered families (such as Tupian from Southern Amer-
ica and Pama–Nyugan from Australia). We report modest but consis-
tent gains for the average performance across languages in few-shot
and zero-shot learning settings and mixed results for the minimum
performance. In particular, Minimax and Neyman–Pearson MAML
often surpass vanilla MAML and multi-source transfer baselines, which
are currently considered state-of-the-art in these tasks (Clark et al.,
2020; Ponti et al., 2021; Wu and Dredze, 2019).

7.3 skewed language distributions

Cross-lingual learning aims at transferring knowledge from resource-
rich languages to resource-poor languages, to compensate for their
deficiency of annotated data (Ponti et al., 2019a; Ruder et al., 2019;
Tiedemann, 2015). The set of target languages ideally encompasses
most of the world’s languages. However, the source languages avail-
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Figure 22: Annotated examples per family in the Universal Dependencies
treebanks. Dots indicate individual languages, whereas boxes
and whiskers mark quartiles.

able for training are often concentrated around few families, geo-
graphic areas, and typological features Clark et al., 2020; Cotterell
and Eisner, 2017; Gerz et al., 2018a,b; Ponti et al., 2020. As a conse-
quence of this discrepancy, a language drawn at random might have
no related languages available for training. Even when this is not the
case, they might provide a scarce amount of examples for supervi-
sion.

To illustrate this point, consider Universal Dependencies (UD; Ze-
man et al., 2020), hitherto the most comprehensive collection of man-
ually curated multilingual data. First, out of 245 families attested in
the world according to Glottolog (Hammarström et al., 2016), UD cov-
ers only 18.1 In fact, some families are chronically over-represented
(e.g. Indo-European and Uralic) and others are neglected (e.g. Pama-
Nyugan and Uto-Aztecan). Second, as shown in figure 22, the allo-
cation of labelled examples across families is imbalanced (e.g. note
the low counts for Niger–Congo or Dravidian languages). Third, one
can measure how representative the linguistic traits of training lan-
guages are in comparison to those encountered around the globe. In
figure 23, we represent UD languages as dots in the space of possible
typological features in WALS (Dryer and Haspelmath, 2013). These
are plotted against the density of the distribution based on all lan-

1 For more details on family distributions, cf. figure 36 in the Appendix.
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Figure 23: Density of WALS typological features of the world’s languages re-
duced to 2 dimensions via PCA. Red dots are languages covered
by UD. Darkness corresponds to more probable regions.

guages in existence. Crucially, it emerges that UD languages mostly
lie in a low-density region. Therefore, they hardly reflect the variety
of possible combinations of typological features.

In general, this demonstrates that the distribution of training lan-
guages in existing NLP datasets is heavily skewed compared to the
real-world distribution. Indeed, this very argument holds true a for-
tiori in smaller, less diverse datasets. While this fact is undisputed in
the literature, its consequences for modelling, which we expound in
the next section, are often under-estimated.

7.4 robust maml

Model-Agnostic Meta Learning (MAML; Finn et al., 2017) has re-
cently emerged as an effective approach to cross-lingual transfer (Gu
et al., 2018; Li et al., 2020b; Nooralahzadeh et al., 2020; Wu et al.,
2020a). MAML seeks a good initialisation point for neural weights in
order to adapt them to new languages with only a few examples. To
this end, for each language Ti a neural model fθ is updated according
to the loss on a batch of examples LTi(fθ,Dtrain). This inner loop is
iterated for k steps. Afterwards, the loss incurred by the model on
a held-out batch Dval is compounded with those of the other lan-
guages as part of an outer loop, as shown in equation (7.9):

θ? = min
θ

∑
Ti

LTi(fϕi ,Dval)p(Ti)

where ϕi = θ− η∇θLTi(fθ,Dtrain)
(7.9)
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where η ∈ R>0 is the learning rate. Language probabilities are often
taken to follow a discrete uniform distribution p(Ti) = 1

|T|
. In this

case, equation (7.9) becomes a simple average.
MAML can also be interpreted as point estimate inference in a hi-

erarchical Bayesian graphical model (see figure 35 in the Appendix).
In this case, the adapted parameters ϕi are equivalent to an inter-
mediate language-specific variable acting as a bridge between the
language-agnostic parameters θ and the data (Finn et al., 2018; Grant
et al., 2018; Yoon et al., 2018). This allows us to reason about the
conditions under which a model is expected to generalise to new
languages. Crucially, generalisation rests on the assumption of inde-
pendence and identical distribution among the examples (including
both train and evaluation), which is known as exchangeability (Zabell,
2005). However, as seen in section 7.3, most of the world’s languages
are outliers with respect to the training language distribution. There-
fore, there is no solid guarantee that meta-learning may fulfil its pur-
pose, i.e. generalise to held-out languages.

7.4.1 Decision-Theoretic Perspective

To remedy the mismatch between assumptions and realistic condi-
tions, in this work we propose objectives which can serve as alterna-
tives to equation (7.9) of vanilla MAML. These are rooted in an in-
terpretation of MAML within a decision-theoretic perspective (Bickel
and Doksum, 2015, ch. 1.3), which we outline in what follows. The
quantity of interest we aim at learning is the neural parameters θ.
Therefore, the action space for a classification task assigning labels
y ∈ Y to inputs x ∈ X is A = {fθ : X→ Y}. The risk function is in turn
a function R : F×A→ R+, which is the loss incurred by taking an ac-
tion in A (making a prediction with a specific configuration of neural
parameters) when the ‘state of nature’, the true function, is f ∈ F. In
the case of MAML, this is represented by the language-specific inner
loop loss LTi(·) in equation (7.9).

The decision for the optimal action given the sample space, the
function δ : X× Y → A, is usually determined via gradient descent
optimisation for a neural network. The optimal action, however, may
vary depending on the language, which results in multiple possible
‘states of nature’. Usually, there is no procedure δ whose loss is infe-
rior to all others, such that:

@δ L(Ti, δ) < L(Ti, δ′) ∀Ti ∈ T, δ 6= δ′ (7.10)

Therefore, decision functions have to be compared based on a global
criterion rather than in a pair-wise fashion between languages. As pre-
viously anticipated, equation (7.9) minimizes the expected risk across
languages, for an arbitrary choice of prior p(T). In decision theory, a
decision δ? with this property is called Bayes criterion.
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7.4.2 Alternative Criteria

There exist alternative criteria to the Bayes criterion that are more
justified in a setting that entails transfer between non-i.i.d. domains.
Rather than minimising the Bayes risk, in this work, we propose to
adjust MAML to either minimise the maximum risk (minimax crite-
rion) or to enforce constraints on the risk for a subset of languages
(Neyman–Pearson criterion). This is likely to yield more robust pre-
dictions for languages that are outliers to the training distribution. As
demonstrated in section 7.3, this definition encompasses most of the
world’s languages.

7.4.2.1 Minimax Criterion

Rather than the expected risk, the criterion could depend instead on
the worst case scenario, i.e. the language for which the risk is max-
imum. This requires to select such a language with max. As an al-
ternative to reinforcement learning (Zhang et al., 2020a), to keep our
model fully differentiable, we relax the operator by treating the choice
of language as a categorical distribution Ti ∼ Cat(· | τ). The parame-
ters τ ∈ [0, 1]|T|,

∑
i τi = 1 consist of language probabilities and are

learned in an adversarial fashion:

min
θ

max
Ti∼Cat(·|τ)

LTi(fθ−η∇θLTi
(fθ,Dtrain),Dval) (7.11)

Equation (7.11) can be interpreted as a two-player game between us
(the scientists) and nature. We pick an action θ. Then nature picks a
language Ti ∈ p(T) for which the risk is maximum given our chosen
action. Therefore, our goal becomes to minimise such risk.

7.4.2.2 Neyman–Pearson Criterion

As an alternative, we might consider minimising the expected risk,
but subject to a guarantee that the risk does not exceed a certain
threshold for a subset of languages. In practice, we may want to en-
force a set of inequality constrains, so that we minimise equation (7.9)
subject to {LTi 6 r ∀Ti ∈ C}, where r ∈ R+ is a hyper-parameter. In
general, C ⊆ T can be any subset of the training languages; in practice,
here we take C = T. Constrained optimisation is usually implemented
through Lagrange multipliers, where we add as many new terms to
the objective as we have constraints (Bishop, 2006, ch. 7):

min
θ

max
λ

∑
Ti

1

|T|
LTi +

∑
Ti

λi(LTi − r)

= min
θ

max
λ

∑
Ti

(
1

|T|
+ λi

)
LTi − λir (7.12)

where λ is a vector of non-negative Lagrange multipliers {λi > 0 ∀λi ∈
λ} to be learned together with the parameters θ, but adversarially.

Intuitively, if the risk for the estimated parameters θ lies in the per-
missible range, the constraints should become inactive {λi = 0 ∀λi ∈
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λ}, i.e. each Lagrange multiplier should go towards 0. Otherwise, the
solution should be affected by the constraints, which should keep θ
from trespassing the boundary {L(θ)Ti = r ∀Ti ∈ T}. In gradient-
based optimisation, this unfolds as follows: the gradient of each λi
depends uniquely on (LTi − r). Due to being maximised, the value of
each λi increases when the corresponding risk is above the threshold,
and shrinks otherwise. Incidentally, note that the Lagrangian multi-
pliers at the critical point θ? are equal to the negative rate of change
of r, as ∂R(θ?)

∂r = −λ. In other words, upon convergence λi expresses
how much we can decrease the risk in Ti as we increase the threshold.

constrained parameters The additional variables τ and λ,
contrary to the neural parameters, are constrained in the values they
can take. In neural networks, there are two widespread approaches
to coerce variables within a certain range, viz. reparametrisation and
gradient projection (Beck and Teboulle, 2003).2 For simplicity’s sake,
we opt for the former, which just requires us to learn unconstrained
variables and scale them with the appropriate functions. Thus, we re-
define the above-mentioned variables as τ , softmax(τu) and λ ,
softplus(λu).

7.5 optimisation in 2-player games

Based on the formulation of Minimax MAML and Neyman–Pearson
MAML in section 7.4.2, both are evidently instances of two-player
games. On one hand, the first agent minimises the risk with respect
to θ; on the other, the second agent maximises the risk with respect
to τ (for minimax) or λ (for Neyman–Pearson). In other words, both
optimise the same (empirical risk) function in equation (7.11) or equa-
tion (7.12), respectively, but with opposite signs. However, the first
term of equation (7.12) does not depend on λ. Therefore, Minimax
MAML is a zero-sum game, but not Neyman–Pearson MAML.

If the risk function were convex, the solution would be well-defined
as the Nash equilibrium. But this is not the case for a non-linear func-
tion such as a deep neural network. Therefore, we resort to an approx-
imate solution through optimisation. The simplest approach in this
scenario is Gradient Descent Ascent (GDA), where the set of param-
eters of both players are optimised simultaneously through gradient
descent for the first player and gradient ascent for the second player.
With a slight abuse of notation, let us define R , R(θt,αt), where
αt stands for the adversarial parameters (τt for Minimax and λt for
Neyman–Pearson) at time t. Then the update rule is:

θt+1 = θt − η∇θR (7.13)

αt+1 = αt + η∇αR (7.14)

for a learning rate η ∈ R. Equations (7.13) and (7.14) are equivalent
to allowing each player to ignore the other’s move and act as if it will
remain stationary. This naïve assumption often leads to divergence

2 https://vene.ro/blog/mirror-descent.html
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or sub-par solutions during optimisation (Schäfer and Anandkumar,
2019).

7.5.1 Symplectic Gradient Adjustment

To overcome the limitations of GDA, several independent works (Bal-
duzzi et al., 2018; Gemp and Mahadevan, 2018; Letcher et al., 2019)
proposed to correct equations (7.13) and (7.14) with an additional
term. This consists of a matrix-vector product between the mixed
second-order derivatives (D2θαR and D2αθR, respectively)3 and the
gradient of the risk with respect to the adversarial parameters (∇αR
and ∇θR, respectively). The resulting optimisation algorithm, Sym-
plectic Gradient Adjustment (SGA), updates parameters as follows:

θt+1 = θt − η∇θR− η2D2θαR ∇αR (7.15)

αt+1 = αt + η∇αR− η2D2αθR ∇θR (7.16)

Intuitively, the mixed second-order derivative represents the inter-
action between the players, and the adversarial gradient represents
the opponent’s move if they follow the simple GDA strategy. Schäfer
and Anandkumar (2019) cogently demonstrate how equations (7.15)
and (7.16) correspond to an approximation of the Nash equilibrium4

of a local bi-linear approximation (with quadratic regulariser) of the
underlying game dynamics.

In practice, estimating the above-mentioned products is tedious be-
cause of their space and time complexity. Therefore, we resort to an
approximation known as Hessian-vector product (Pearlmutter, 1994).
For the third term of equation (7.15):

D2θαR(θ,α)∇αR(θ,α)

=
∂

∂h
∇θR(θ,α+ h∇αR(θ,α))

∣∣∣∣
h=0

(7.17)

And similarly for the matrix product term in equation (7.16), by swap-
ping θ and α in equation (7.17).

7.5.2 Adaptive Learning Rate and Momentum

While SGA may provide a more appropriate optimisation framework
for competitive games, it still lacks several defining features of op-
timisers that accelerate convergence, such as first-order momentum
and adaptive learning rate (second-order momentum). Therefore, we
modify the update rule in equations (7.15) and (7.16) to include both
of these. Our starting point is Adam (Kingma and Ba, 2015). The
changes we apply are the following (also illustrated in algorithm 3):

3 Here D2wzR stands for the sub-matrix of the Hessian containing the derivative of the
risk taken first with respect to w and then with respect to z.

4 A Nash equilibrium is a pair of strategies whose unilateral modification cannot result
in loss reductions.
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Algorithm 3 Adaptive Symplectic Gradient Adjustment (ASGA)

Require: η ∈ R+: Learning rate
Require: β1,β2 ∈ [0, 1): Decay rates
Require: θ0,α0: Initial parameter values
Require: R , R(θt−1,αt−1) : R|θ|+|α| → R

1: m0 ← 0 Initialise first moments
2: v0 ← 0 Initialise second moments
3: t← 0 Initialise time step
4: while θt,αt not converged
5: t← t+ 1

6: gθ,t ← ∇θR+ηDθαR ∇αR
7: gα,t ← ∇αR−ηDαθR ∇θR
8: gt ← gθ,t ⊕gα,t

9: mt ← β1mt−1 + (1−β1)gt
10: vt ← β2 vt−1 + (1−β2)g

2
t

11: m̂t ←mt / (1−β
t
1)

12: v̂t ← vt / (1−β
t
2)

13: θt ← θt−1 − η · m̂θ,t / (
√
v̂θ,t + ε)

14: αt ← αt−1 + η · m̂α,t / (
√
v̂α,t + ε)

15: end while
16: return θt,αt

1 The current difference (lines 6–7) is adjusted with the terms in-
troduced in equations (7.15) and (7.16) by Schäfer and Anand-
kumar (2019).

2 The exponentially decayed, unbiased estimates of the expecta-
tions over mean and standard deviation are computed similarly
to Adam. However, note that, in line 14, the update of the ad-
versarial parameters corresponds to an ascent (rather than a de-
scent).

This results in a novel optimiser, Adaptive Symplectic Gradient Ad-
justment (ASGA). We employ ASGA in our experiments to optimise
the objectives of Minimax MAML and Neyman–Pearson MAML, as
it enables a fair comparison with Adam-optimised Bayes MAML.

7.6 experiments

We now outline the main experiments of our work on multilingual
NLP. We evaluate our methods on part-of-speech (POS) tagging, a
sequence labelling tasks, and question answering (QA), a natural lan-
guage understanding task.

We focus on POS given its ample coverage of languages and its
frequent use as a benchmark for resource-poor NLP (Das and Petrov,
2011; Ponti et al., 2021). In fact, cross-lingual transfer in sequence la-
belling tasks was demonstrated to be the most challenging, as knowl-
edge of linguistic structure is more language-dependent than seman-
tics (Hu et al., 2020). However, we also include QA to illustrate the
generality of our methods for cross-lingual NLP. In this task, given

[ September 27, 2021 at 21:15 – classicthesis version 1.0 ]



80 minimax and neyman–pearson meta-learning for outlier languages

the gold passage and a question, the system has to predict the be-
ginning and end positions of a single contiguous span containing the
answer.

Data. POS data are sourced from the Universal Dependencies (UD)
treebanks5 Zeman et al., 2020 and QA data from the ‘gold passage’
variant of TyDiQA (Clark et al., 2020).6 We retain the original train-
ing, development, and evaluation sets of UD. In TyDiQA, we use the
original development set for evaluation.7 For meta-learning, Dtrain
and Dval examples are both obtained from disjoint parts of the train-
ing set.

We aim to create a partition of languages between training and
evaluation that corresponds to the most realistic scenario in deploy-
ing NLP technology on resource-poor languages spoken around the
world. Therefore, we reserve for evaluation all language isolates and
languages with at most 2 family members in each dataset. We use
all the remaining languages in the dataset for training. Therefore, for
POS, the evaluation set spans 16 treebanks (14 languages, 11 families)
and the training set 99 treebanks; QA comprises 9 languages (7 fam-
ilies). We hold out 4 of them in turn for evaluation (except English)
and use the rest for training. We provide the full list of languages in
appendix A.4.1.

Training. In all tasks, we train a neural network consisting of two
stacked modules: an encoder and a classifier. The encoder is a 12-
layer, 768-hidden unit, 12-head Transformer initialised with multilin-
gual BERT Base (mBERT), which was pre-trained on cased text from
104 languages.8 The classifier is a single affine layer for TyDiQA and
a 2-layer Perceptron (with 1024 hidden units) for POS tagging. The
combined parameters of the encoder and classifier correspond to θ
from section 7.4.

These are meta-learned via Meta-SGD (Li et al., 2017), a first-order
MAML variant where each parameter is assigned a separate inner-
loop learning rate η. Moreover, each η is trained end-to-end based on
the outer-loop loss (such as equation (7.9) for the Bayes criterion).9

Similar to Bansal et al. (2020), to avoid an explosion in the number
of parameters, we assign a per-layer learning rate (rather than per-
parameter). To avoid overfitting, we employ both dropout (with a
probability of 0.2) and early stopping (with a patience of 10). For the
Neyman-Pearson formulation, we set r = 0.1 as a threshold for all
language-specific losses.10 The parameters τ and λ were initialized
uniformly as 1

|T|
. Complete details of the hyper-parameters for all

settings are given in Appendix A.4.2.

5 https://universaldependencies.org/

6 https://github.com/google-research-datasets/tydiqa

7 This is necessary as we need to access this set to simulate few-shot learning, but the
original evaluation set is not public.

8 https://github.com/google-research/bert/blob/master/multilingual.md

9 We implement Meta-SGD with the learn2learn package (Arnold et al., 2020).
10 We also experimented with a dynamic threshold which corresponded to the average

language-specific loss of the last 10 episodes. However, this yielded sub-par results.
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k . 0 5 10 20

F1 Score

J 51.01 62.96±2.5 66.00±1.9 68.66±1.7

B 51.50 63.87±2.8 67.03±2.1 69.46±1.8

MM 51.82 63.67±2.7 66.88±2.0 69.55±1.8

NP 51.68 63.84±2.9 67.13±2.1 69.65±1.9

MM+ 52.46 64.71±2.9 67.89±2.3 70.25±2.0

NP+ 53.05 64.26±2.6 67.57±2.1 69.98±1.9

Table 14: F1 scores for POS tagging in UD across different k-shots. We report
the mean and standard deviation across 16 treebanks.

Methods. To assess the effectiveness of the proposed criteria and opti-
misers, we compare them with two competitive baselines, while main-
taining the same underlying neural architecture: (i) J: a joint multi-
source transfer method where a model is trained on the concatenation
of the datasets for all languages; (ii) B: the original MAML (Finn et
al., 2017) with Bayes criterion and uniform prior. Our choice of base-
lines is justified by the fact that these methods (or variations thereof)
are currently state of the art for the tasks of POS and QA, as well
as other innumerable NLP applications (Nooralahzadeh et al., 2020;
Ponti et al., 2021; Wu and Dredze, 2019). In addition, we evaluate the
following combinations: (iii) MM: MAML with a minimax criterion,
optimised with GDA; (iv) NP: MAML with a Neyman–Pearson (con-
strained) criterion, optimised with GDA; (v) MM+: MAML with a
minimax criterion, optimised with ASGA; and (vi) NP+: MAML with
a Neyman–Pearson criterion, optimised with ASGA.

Evaluation. For each evaluation language in a given task, we ran-
domly sample k ∈ {0, 5, 10, 20} examples from the evaluation data as
the support set (for adaptation) and the rest of the examples as the
query set (for testing). When k > 0, we repeat the evaluation 100

times and report the following average metrics: (i) F1 score for POS
tagging, and (ii) exact-match (EM) and F1 scores for QA.11 Due to
lack of space, we only report the average mean and standard devia-
tion across languages for each model described above.

7.7 results and discussion

We report the results for POS tagging in table 14 and for QA in ta-
ble 15. These include mean and standard deviation across languages.
Note that, in this case, the standard deviation is by no means an in-
terval for statistical significance, but rather reflects the heterogeneity
among the evaluation languages. In what follows, we address a series
of questions in the light of these figures.

Baselines. MAML and joint multi-source transfer are both strong
contenders as state-of-the-art methods for cross-lingual transfer, but

11 We refer the reader to Rajpurkar et al. (2016a) for a precise definition of these metrics.
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k . 0 5 10 20

Exact Match

J 46.76 49.53±3.7 51.54±2.9 53.51±2.4

B 46.60 48.41±3.4 50.24±2.9 52.02±2.6

MM 48.33 50.08±3.4 51.68±2.9 53.49±2.4

NP 46.71 49.24±3.3 50.95±2.9 52.76±2.4

MM+ 46.87 47.74±3.8 49.42±3.4 51.40±2.5

NP+ 48.02 48.77±3.9 50.75±3.1 52.66±2.6

F1 Score

J 61.66 63.75±3.3 65.39±2.3 67.01±1.9

B 62.51 63.29±3.2 64.87±2.5 66.31±2.1

MM 63.06 64.37±3.1 65.83±2.6 67.45±2.1

NP 61.89 63.84±2.9 65.23±2.6 66.88±1.9

MM+ 62.10 62.63±3.2 64.11±2.9 65.89±2.1

NP+ 62.75 62.98±3.6 64.77±2.9 66.57±2.2

Table 15: Results for QA in TyDiQA across different k-shots. We report
the mean and standard deviation across 8 languages of the exact
match score (above) and the F1 score (below).

which one is better? By comparing J and B rows, no definite response
emerges in our experiments. While MAML outperforms its competi-
tor in POS tagging, it lags behind in QA. We speculate that the larger
pool of training languages available in POS tagging (22 times more
than QA) endows meta-learning with better generalisation capabili-
ties. Both methods, however, surpass single-source transfer from En-
glish SQuAD (Rajpurkar et al., 2016a) in the zero-shot setting by a
large margin: Clark et al. (2020) report 56.4 F1 score in average for
TyDiQA, which is 6.66 points below our best model.

Criteria. The minimax and Neyman-Pearson criteria both improve
over the Bayes criterion baseline, although the latter more sporadi-
cally. Compared to the B rows, MM+ achieves gains for every k in
POS tagging, with 0.94 points of margin at k = 0 and 0.79 at k = 20.
The same holds for MM in QA, with margins that span from 1.73 at
k = 0 to 1.47 at k = 20 in the Exact Match metric, and from 0.55 at
k = 0 to 1.14 at k = 20 in F1 score. Therefore, Minimax MAML is
remarkably consistent in outperforming the baselines, although the
gains are sometimes significant, sometimes only marginal. This is
also reflected in language-specific performances, available in tables 26

and 27 and tables 28 and 29 in the Appendix. For POS tagging, the
F1 scores of only 2 languages (Indonesian and Naija) moderately de-
crease, whereas the rest of the 14 languages show improvements.

Incidentally, it may be worth noting that we did not perform any
large-scale search over hyper-parameters like τ and λ initialisations,
the threshold r, or differential learning rates for maximised and min-
imised parameters. Therefore, these early results are amenable to im-
prove even further in the future. This lends credence to our proposi-
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Figure 24: Unconstrained values of τu and λu upon convergence in MM+
and NP+ models for POS tagging.

k . 0 5 10 20

F1 Score

J 14.34 33.32 37.52 40.83

B 24.11 35.03 40.38 44.92

MM 20.41 37.61 43.00 45.83

NP 26.81 39.23 42.70 45.25

MM+ 16.42 37.41 43.57 45.21

NP+ 22.55 39.95 45.41 48.12

Table 16: The minimum F1 scores of our models across languages, for POS
tagging.

tion that minimax and Neyman–Pearson criteria are more suited for
out-of-distribution transfer to outlier languages.

Optimiser. The results for the proposed optimiser ASGA (algorithm 3)
are favourable in comparison to Gradient Descent Ascent via Adam
(Kingma and Ba, 2015) for POS tagging; on the other hand, the op-
posite trend is observed for QA. Therefore, future investigations are
required to shed further light on modifications such as the Symplec-
tic Gradient Adjustment. A tentative explanation of such discrepancy
could be the disproportionate number of training languages available
in either task.

To get insights into the game dynamics of the adversarial criteria,
we plot the unconstrained values for τu and λu upon convergence
in figure 24. Interestingly, both variables appear to follow the same
profile of peaks and troughs; therefore, as expected, languages chosen
adversarially in MM have also higher Laplace multipliers in NP. To
this group belong for instance languages with rare scripts (e.g. Coptic)
or with no relatives in the training languages (e.g. Vietnamese). As a
final note, we remark that the proposed criteria and optimiser are in
principle more general than NLP and could facilitate transfer in other
fields. While this thread of research transcends the scope of our work,
we illustrate an example for regression in appendix A.4.3.

Minimum Scores across Languages. In addition to the average cross-
lingual performance, we also report the minimum cross-lingual per-
formance for POS tagging in table 16 and for QA in table 17. This cor-
responds to the lowest score achieved across all evaluation languages.
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k . 0 5 10 20

Exact Match

J 42.33 45.97 47.22 49.47

B 42.75 44.58 46.44 48.24

MM 41.01 45.33 47.59 49.21

NP 40.39 44.89 46.40 48.80

MM+ 41.01 41.87 45.32 47.11

NP+ 37.44 42.92 46.30 48.88

F1 Score

J 52.43 59.27 59.88 62.11

B 51.10 59.60 60.64 62.10

MM 53.10 59.21 61.86 63.43

NP 52.83 59.31 60.03 61.84

MM+ 51.93 57.91 59.86 61.52

NP+ 53.96 57.21 61.74 63.55

Table 17: The minimum Exact Match and F1 scores of our models across
languages, for QA.

For POS tagging, we observe that NP and NP+ outperform J and B
by 7-12 and 2-5 F1 points, respectively. This reveals that worst-case
and constrained risk minimisation drastically uplifts the scores for
the most disadvantaged language. Nevertheless, the opposite trend is
observed for QA: MM(+) and NP(+) do not alter the minimum score
with respect to the F1 metric, and even degrade it with respect to the
exact-match metric. Again, we conjecture that these mixed findings
may depend on the different amount and distribution of the training
languages in the corresponding datasets: UD offers greater language
coverage than TyDiQA, which gives better guidance.

7.8 related work

MAML is a cutting-edge method for cross-lingual transfer in several
NLP tasks (Gu et al., 2018; Li et al., 2020b; Nooralahzadeh et al., 2020;
Wu et al., 2020a, inter alia). However, in all these experiments, the
model is adopted in its standard formulation, minimising the ex-
pected risk. Therefore, its performance is prone to suffer in outlier
languages. Moreover, the assumptions underlying our proposed vari-
ants are different from other instances of robust optimisation in NLP
Globerson and Roweis, 2006; Oren et al., 2019. In particular, the tar-
get language distributions are not explicitly treated as subspaces or
covariate shifts of source languages. In separate fields such as vision,
previous attempts at worst-case-aware meta-learning include Collins
et al. (2020), who use a Euclidean version of the robust stochastic
mirror-prox algorithm, and Wang et al. (2020c), who rely on rein-
forcement learning. Our formulation is both fully differentiable and
broader, as the decision-theoretic interpretation admits alternative cri-
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teria for MAML. What is more, to our knowledge we are the first to
successfully augment MAML with minimax criteria in cross-lingual
NLP and with Neyman–Pearson criteria in general.

7.9 conclusions

To perform cross-lingual transfer to low-resource languages, under a
decision-theoretic interpretation Model-Agnostic Meta-Learning (MAML)
minimises the expected risk across training languages. Generalisation
then relies on the evaluation languages being identically distributed.
However, this assumption is incongruous for cross-lingual transfer
in realistic scenarios. Therefore, we propose more appropriate train-
ing objectives that are robust to out-of-distribution transfer: Minimax
MAML, where worst-case risk is minimised by learning an adversar-
ial distribution over languages; and Neyman–Pearson MAML, where
constraints are imposed on language-specific losses, so that they re-
main below a certain threshold. From a game-theoretic perspective,
both of these variants consist of 2-player competitive games. There-
fore, we also explore adaptive optimisers that take into account the
underlying game dynamics. The experimental results on zero-shot
and few-shot learning for part-of-speech tagging and question an-
swering, whose datasets span tens of typologically diverse languages,
confirm that in several settings the proposed criteria are superior to
both vanilla MAML and transfer from multiple source languages.
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8
C O N C L U S I O N S

This thesis looked at different aspects of neural coreference resolution
to improve the performance of already trained models without using
labeled data and without increasing model capacity. Three methods
are proposed, each of which approaches the problem from a differ-
ent direction. While one method (Chapter 3) uses data annotated
for other tasks, the other two (Chapters 2, 4) only use free-form un-
annotated text.1 All of them lead to improvements in performance.
We conclude this work by summarizing the key takeaways from each
chapter.

Chapter 2 introduced a reinforcement learning-based finetuning tech-
nique that used an external knowledge base to verify whether the
resolution made by a model is accurate or not. It also provided a
way to generalize the knowledge present in knowledge graphs by us-
ing scorers inspired by Universal Schema. Though we applied this
method only to coreference resolution, it is easily extendable to other
tasks which require outputs to be faithful to a knowledge source.

In Chapter 3, we transformed anaphora resolution tasks to a form
resembling cloze-style question-answering. This allowed us to adapt
existing QA models and datasets for training our tasks. Experiments
show that such task recasting is helpful, especially in cases where tasks
do not have large training sets, like sluice and verb-phrase ellipsis res-
olution. With this method, both ellipsis tasks saw huge gains resulting
in a new state of the art.

Chapter 4 introduced a joint learning method that finetuned mul-
tiple models using coherence rewards. We combined semantic role
labels and coreference links to form simple semantic graphs whose
coherence provides a supervision signal that can be exploited using
reinforcement learning. We also showed that this method is robust to
model size and works well, especially for smaller models. It should
be noted that this method neither uses auxiliary annotated data nor
an external knowledge base.

In Chapter 5, we look at coreference annotation through the lens of
entity linking. Instead of linking spans of text with each other, we pro-
pose an annotation scheme that enables us to link pro-forms with enti-
ties in a knowledge graph. According to our analysis, this method not
only decreased the annotation times it also increased inter-annotator
agreement scores. In general, this leads to better quality datasets.

In Chapter 6, we introduced Focus Attention, a mechanism that
biases the decoder of a transformer-based seq2seq model to gener-
ate thematically relevant text. We showed that the inclusion of this
type of attention results in abstractive summarization systems becom-
ing more faithful to their inputs. This attention formulation also al-

1 Note that the method described in Chapter 2 also uses an external knowledge base.
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lowed us to create a new Focus Sampling technique which enables the
model to generate diverse outputs while maintaining its faithfulness.
Though we evaluate our method only on summarization, we argue it
is broadly applicable to many generation tasks.

Finally, in Chapter 7, we introduced two new variants of MAML,
which break the i.i.d assumption ingrained in the original. Since these
methods can be seen as 2-player games, we also introduce a new
trick to efficiently optimize them with a sympletic gradient adjustment.
We showed that the alternative criteria help out-of-distribution lan-
guages, especially in zero- and few-shot POS-tagging and QA. Our
analysis suggests that the risk threshold is an important hyperparam-
eter for Neyman-Pearson MAML to work well and that in general,
Minimax MAML is more effective.

future directions With the introduction of transformer archi-
tectures with linear or quasi-linear complexities, we can now encode
long-form documents without having to split them into chunks (Wang
et al., 2020b; Zaheer et al., 2020). Since they are pre-trained on large
amounts of data, they become very good at identifying and resolv-
ing anaphora. This has resulted in lethargy in the coreference resolu-
tion space. However, even these models cannot precisely detect cross-
document (CD) coreference. Today, entity-based and event-based CD
coreference resolution has become especially important for tasks like
fact-checking, multi-document summarization, multi-hop QA, etc. This
line of work has only recently gained attention, and we already see
works like Cattan et al., 2020, which propose to standardize the evalu-
ation and other aspects of the task. ECB+ (Cybulska and Vossen, 2014)
has emerged as a standard dataset for CD coreference, with works
also evaluating on multi-hop QA datasets like the one proposed by
Khashabi et al., 2018.

An interesting tangential line of work is in the domain of evalua-
tion metrics. As seen in Chapters 2 and 5 of this thesis, the current
metrics do not reflect the performance of the models in cases where
the models detect and link mentions which are not annotated in the
evaluation set. Since manual annotation is hard and error-prone, aug-
menting them with automatic metrics may provide a better insight
into model performance. Finally, it may also be worthwhile to ex-
plore the possibility of biasing self-attention layers to identify entity
chains more accurately.2 This would not only improve discourse rep-
resentations, but it would also eliminate the need for pipeline-based
approaches where coreference resolution is performed as a prepro-
cessing step before the actual task, and allow us to train models end-
to-end.

2 This idea is not new. It has already been incorporated into recurrent networks in
Dhingra et al., 2018.
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A P P E N D I X

a.1 chapter 3

a.1.1 Similarity between Ellipsis and Coreference Resolution

Linguists have long pointed out deep links among different forms of
ellipsis, as well as between ellipsis and pronominal anaphora. For ex-
ample, Merchant (2001) presents a unified account of ellipsis phenom-
ena within a minimalist syntactic framework, and theorists such as
Postal (1966) and Elbourne (2013) go so far as to argue that pronouns
are also elliptical forms. The exact nature of the connections between
ellipsis and anaphoric constructions remains a subject of controversy
among linguists. However it is clear that there are rooted connections,
and in our view these connections represent potential areas to be ex-
ploited with forms of knowledge transfer among datasets of different
types.

Typically in NLP, ellipsis and coreference have been treated as dis-
tinct tasks. Possible exceptions include Lin et al. (2016), who present a
rule-based, feature-rich system for handling ellipsis and coreference
in Chinese medical dialogues, but the synergy between the two sub-
systems is limited; and Banjade et al. (2015), who reduce ellipsis and
coreference to problems of alignment to an auxiliary text implicitly
describing the universe of the dialogue in question.

a.1.2 QA Models

We briefly describe the architectures of the QA models below. All
experiments are conducted on a single 12 GB GPU. For all models,
we use the hyperparameter values recommended in their respective
papers.

drqa The Document Reader component of DrQA consists of a con-
text and a question encoder followed by two span prediction classi-
fiers. The context encoder is a multi-layer bi-directional LSTM (Hochre-
iter and Schmidhuber, 1997a) which takes in word embeddings (Pen-
nington et al., 2014a, GloVe), similarity based features (whether the
token appears in the question in it’s original, lowercase or lemma
form), and other token level features (positional tags, named enti-
ties and term frequency) as input. The concatenation of each layer’s
hidden units is used as the context vector. The question encoder is
another LSTM which takes word embeddings as input and combines
the resulting hidden units using a simple attention mechanism to
form the question vector. A bilinear term which captures the simi-
larities between context and question vectors is used to combine the
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two vectors and the resulting vector used as input to the span predic-
tion classifiers. The two classifiers predict the start and the end span
respectively and are trained independently.

qanet In QANet, each encoder layer is a stack of depthwise sep-
arable convolutions followed by a multi-head self-attention mecha-
nism placed inside a residual block. Initially, words in the context
and question are embedded using a combination of GloVe and charac-
ter embeddings. They are then contextualized with an encoder block.
The representations are then passed through a context-query atten-
tion layer to obtain a combined representation of the context and
question. This is further passed through three encoding blocks and
the final output is input to a classifier for predicting the answer spans.

bert We use the pre-trained BERTBASE uncased model to encode
questions and their contexts. It has 12 Transformer blocks, 12 self-
attention heads, and a hidden size of 768. Word piece tokenization
(Wu et al., 2016) is performed, both on the context paragraph and the
question. The boundaries of the two sequences are marked by dummy
symbols. The context and the question are joined with a [SEP] token
in between, and the [CLS] token is prepended at the beginning to
form the input. The representation of the [CLS] token is fed into a
single-layer MLP with 2 outputs which is used to predict the span
indices.1

a.1.3 Coreference Resolution

In this section, we analyse the best performing coreference models
and discuss why they cannot be compared with other works in liter-
ature.

a.1.3.1 Error Analysis

The Joint OntoNotes model improves a little over the Single-Task

counterpart. Here we examine specific referential forms in OntoNotes
(WikiCoref has similar traits), as shown in Figure 25. In general, per-
formance is better on frequent pronouns – e.g., ‘he’ over ‘she’, ‘this’
and ‘that’. An exception to this is that ‘it’ is less accurate, but more
frequent than ‘he’. It is notable that the possessive pronouns (‘his’,
‘her’, ‘its’) are all more accurate than their nominative counterparts
(‘he’, ‘she’, ‘it’), perhaps because they tend to have a closer connec-
tion to their antecedents. Overall, the single-word referential forms
are less accurate than multiple-word forms. For example, definite de-
scriptions (forms beginning with ‘the’) are more accurate than any
of the single-word forms, with the exception of ‘its’. We speculate
that multi-word forms provide more specific information, thus lim-
iting the set of potential antecedents. It is also interesting to break
down error by the grammatical gender of the pronouns. Male pro-

1 We use the implementation detailed in Wolf et al. (2019).
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Figure 25: Exact match percentage (bars) and number of occurrences (dots)
of referential forms in OntoNotes

nouns generally tend to be more accurate than their female counter-
parts. Antecedents of ‘he’ and ‘his’ are matched 20% more frequently
than for ‘she’ and ‘her’. This is probably due to an unfortunate bias
in OntoNotes, where female pronouns are 50% rarer than male pro-
nouns.

a.1.3.2 Result Comparability

Converting coreference into QA fundamentally changes the corefer-
ence resolution problem: It, on the one hand, makes the coreference
resolution problem harder, in that we require the identification of a
specific antecedent span, rather than any mention in the entity chain;
on the other hand, the problem becomes easier by providing the
bracketing of the mention that needs to be resolved. Due to these dif-
ferences, it is not possible to directly compare our results with others
in literature. For analysis, to make our results more comparable with
Lee et al. (2018c), we provided their model with the bracketing of the
mentions and considered the first mention to be the antecedent. This
way we can reinterpret their clusters as question-answer pairs and not
penalize them for mention bracketing errors, only considering pairs
where they correctly identify mentions. Note this gives their model
an advantage over ours, as their model considers multiple sources
of evidence for inferring the coreference links, and gets to pick the
subset of data on which the models are compared. On OntoNotes,
in this setting, and after pruning around 7, 358 mentions Lee et al.
(2018c) bracketed wrongly, their new average F1 score is 75.9. Our
performance on the same subset of the data is 72.1. Upon manual
inspection, we see the model in Lee et al. (2018c) has a strong bias
favoring nominal antecedents, whereas our model is more likely to
predict clausal antecedents. On WikiCoref, our model remains better
than the previous state of the art by some margin, with an F1 of 69.2
over 43.6.
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ON PC PD-G PD-W WC WB Avg.

B. O. B. O. B. O. B. O. B. O. B. O. B. O.

1 62.6 62.6 42.4 44.4 47.0 46.7 32.7 33.2 39.8 39.8 69.6 69.7 49.0 49.4

2 61.0 61.4 42.3 45.4 48.4 48.9 37.7 37.7 45.2 45.0 63.7 67.2 49.7 50.6

3 64.2 64.2 44.8 46.1 50.0 50.3 40.2 40.3 49.7 49.4 66.8 67.0 52.6 52.8

4 65.8 66.4 44.3 47.5 51.3 52.1 42.4 42.1 50.3 50.6 62.5 64.7 52.8 53.9

5 68.5 68.7 45.9 48.5 54.7 54.7 42.4 41.8 54.1 54.2 68.6 69.2 55.7 56.2

6 71.5 71.5 46.9 48.6 56.9 57.3 44.8 44.2 55.0 55.3 71.6 72.2 57.8 58.2

Table 18: Coreference resolution results of single-task models.

ON PC PD-G PD-W WC WB Avg.

B. O. B. O. B. O. B. O. B. O. B. O. B. O.

1 62.1 62.2 42.8 47.7 47.1 47.1 35.2 35.5 40.5 41.0 64.2 64.1 48.7 49.6

2 59.8 60.5 42.2 49.1 42.6 42.2 35.5 35.5 46.7 47.9 47.2 71.7 45.7 51.2

3 63.4 63.8 44.2 46.4 47.1 47.6 39.0 39.1 51.3 51.9 55.9 69.5 50.1 53.0

4 65.4 65.8 44.9 46.8 51.3 51.4 41.3 40.7 51.7 52.2 52.9 65.3 51.3 53.7

5 67.7 68.1 46.0 47.5 53.7 53.2 42.7 42.8 52.9 53.3 46.0 68.5 51.5 55.5

6 70.8 71.2 47.3 48.2 55.5 55.3 43.8 43.5 57.8 57.5 63.3 69.6 56.4 57.6

Table 19: Coreference resolution results of multi-task models.

a.2 chapter 4

The mean of coreference MUC, B3and CEAFφ4F1 scores for the super-
vised baseline (B.) and coherence fine-tuned (O.) models are shown in
Tables 18 and 19 respectively. (1) indicates LSTM + CNN, (2) indicates
BERT-Tiny, (3) indicates BERT-Mini, (3) indicates BERT-Small, (4) indi-
cates BERT-Medium, and (5) indicates BERT-Base encoders. ON, PC,
PD-G, PD-W, WC, and WB stand for OntoNotes, PreCo, Phrase De-
tectives (Gutenberg), Phrase Detectives (Wikipedia), WikiCoref, and
WinoBias respectively.

The macro-averaged F1 score for the SRL supervised baseline (B.)
and coherence fine-tuned (O.) models are shown in Tables 20 and 21

respectively. ON, C-WSJ, C-B, and EWT stand for OntoNotes, CONLL05-
Wall Street Journal, CONLL05-Brown, and English Web Treebank re-
spectively.

a.3 chapter 6

a.3.1 Implementation and Reproducibility Details

Following Rothe et al. (2020), the encoder and decoder of RobertaS2S
and RobFame models are initialized with public RoBERTa checkpoints.
The encoder and decoder parameters are shared in both cases. Only
the encoder-decoder attention parameters are initialized randomly.
For RobFame, the focus attention parameters are also randomly ini-
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ON C-WSJ C-B EWT Average

B. O. B. O. B. O. B. O. B. O.

1 72.14 72.14 67.33 67.72 63.41 63.26 67.64 67.84 67.63 67.74

2 65.05 65.01 53.02 52.91 51.62 52.56 57.79 57.83 56.87 57.08

3 77.32 77.34 68.74 68.59 65.75 65.46 70.22 70.53 70.51 70.48

4 81.21 81.21 73.11 73.45 69.80 70.42 72.91 72.85 74.26 74.48

5 82.30 82.32 75.24 75.21 70.21 69.96 74.73 74.79 75.62 75.57

6 85.88 85.97 78.93 78.83 75.01 75.30 78.00 77.99 79.46 79.52

Table 20: Semantic role labeling results of single-task models.

ON C-WSJ C-B EWT Average

B. O. B. O. B. O. B. O. B. O.

1 72.92 72.58 68.02 67.82 60.98 60.52 67.21 67.27 67.28 67.05

2 63.91 64.03 52.16 52.19 52.60 52.97 57.94 58.23 56.65 56.85

3 77.68 77.69 66.10 66.19 69.83 69.86 70.78 70.77 71.10 71.13

4 81.08 81.10 69.89 70.07 73.45 73.67 74.48 74.25 74.72 74.77

5 84.45 84.47 73.05 73.35 77.52 77.68 76.55 76.55 77.89 78.01

6 86.41 86.40 76.59 76.47 79.34 79.30 78.67 78.58 80.25 80.19

Table 21: Semantic role labeling results of multi-task models.

tialized. We experiment with large RoBERTa checkpoints with 24 lay-
ers, a hidden size of 1024, filter size of 4096, 16 attention heads, and
a vocabulary with 50K sentence pieces (Kudo and Richardson, 2018).
RobertaS2S has around 455M parameters and RobFame has 463M
parameters, with an additional 8M parameters. Our Pegasus and Peg-
Fame implementation also have the same configuration, except for the
encoder-decoder attention parameters which are pretrained.

We used Cloud TPU v3 accelerators for training. All models are
fine-tuned on the target task using Adam with a learning rate of 0.05.
We use a linear learning rate warm up with 40k steps, normalized by
the square root of the hidden size, and a square root decay. We do not
perform any tuning on these hyperparameters. We use a global batch
size of 128 document-summary pairs. We adapt to different number
of training steps depending on the training data sizes. Models are
trained for 400k and 200k steps for Cnn/Dm and XSum respectively,
saving check-points every 1000 steps. We choose the best model based
on rouge-l performance on the respective validation set.

The vocabulary for functional tokens F is constructed by taking the
most frequent sentence pieces in the training set. We tune |F| using
the respective validation sets; for XSum, we choose f = 500 frequent
sentence pieces and for Cnn/Dm, f = 1000. For all our experiments
with the Fame models, the beam size is set to 4.

We use Cloud TPU v3 accelerators for computing entailment scores
which takes about 20 minutes for the two datasets’ test sets. Question
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generation and answering for Feqa are run on a NVIDIA V100 GPU,
and it takes between 8-12 hours for one setting of each test set.

Models
Cnn/Dm

R1 R2 RL

Lead 39.60 17.70 36.20

PtGen (See et al., 2017) 39.53 17.28 36.38

Bottom-Up (Gehrmann et al., 2018) 41.22 18.68 38.34

SAGCopy (Xu et al., 2020) 42.53 19.92 39.44

MASS (Song et al., 2019) 42.12 19.50 39.01

UniLM (Dong et al., 2019a) 43.33 20.21 40.51

BART (Lewis et al., 2019) 44.16 21.28 40.90

T5 (Raffel et al., 2019a) 43.52 21.55 40.69

Pegasus (C4, Zhang et al., 2019) 43.90 21.20 40.76

Pegasus (HugeNews, Zhang et al., 2019) 44.17 21.47 41.11

ProphetNet (Qi et al., 2020) 44.20 21.17 41.30

RobertaS2S (Rothe et al., 2020) 39.88 18.66 37.22

RobFame (ours) 40.27 18.43 37.51

Pegasus (ours) 42.62 20.38 39.61

PegFame (ours) 42.95 20.79 39.90

Table 22: Abstractive summarization results on Cnn/Dm datasets. The
underlined bold results are from the best performing models from
literature and the bold results are the best performing Fame mod-
els.

a.3.2 Abstractive Summarization Results on CNN/DailyMail

The Cnn/Dm dataset (Hermann et al., 2015) consists of 287,227/13,368/
11,490 training/validation/test document-summary pairs. The Cn-
n/Dm summaries are in the form of bullet-point story highlights and
exhibit a high degree of extraction, requiring the models to learn to
copy from the source documents. The XSum summaries, on the other
hand, are extreme, in that the documents are summarized into single-
sentence summaries with a high level of abstractiveness. For compar-
ison, the XSum summaries show a much larger percentages of novel
constructions than found in Cnn/Dm summaries (35.8/83.5/95.5/98.5
vs. 16.8/54.3/72.4/80.4 novel 1/2/3/4-grams). We use the original
cased version. During training, the input documents are truncated to
512 tokens and the length of the summaries are limited to 128 tokens.

Table 22 and 23 present complete results for Cnn/Dm dataset. We
see similar kind of improvements as observed in Table 11, except for
rouge-2 for RobFame which is 0.23 points worse than the Rober-
taS2S baseline. Our best model PegFame performs better than both
copy mechanism models: LSTM-based PtGen (See et al., 2017) and
Transformer-based SAGCopy (Xu et al., 2020). PegFame performs
worse when compared with T5 (Raffel et al., 2019a), the original Pe-
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Models Len.
Rep. R1(P%) doc.→ sum. Feqa

BERTSc.
% With doc. ent. (↑) ¬ cont. acc. avg.(#Q)

RobertaS2S 52.1 77.6 92.7 88.8 96.4 37.3 18.1 76.0

RobFame 55.5 79.6 92.5 87.3 96.3 35.2 19.3 76.1

Pegasus 58.1 69.4 95.0 90.9 97.5 40.3 21.0 76.8

PegFame 58.5 71.0 95.3 91.0 97.6 41.1 21.1 76.9

Table 23: Faithfulness and qualitative assessment of summaries on Cnn/Dm

dataset.

gasus (Zhang et al., 2019c) and ProphetNet (Qi et al., 2020). This can
be expected as the number of parameters in PegFame is almost half of
T5 or ProphetNet, and is 100M less than that in the original Pegasus.

RobFame performs worse than RobertaS2S on both ent. and Feqa
measures for Cnn/Dm, similar to rouge-2 in Table 22. We hypothe-
size that this is due to the extractive nature of the Cnn/Dm dataset
and the fact that it is not able to copy tokens from the input to the
necessary extent as the encoder-decoder attention is not pre-trained.
Moreover, Feqa scores for RobertaS2S and RobFame may not be fully
comparable due to variation in their summary lengths and the num-
ber of Feqa questions generated; the RobFame summaries, on aver-
age, are 3 words longer and generate 1.2 more questions than that of
RobertaS2S. Nevertheless, we don’t see this kind of drop in ¬cont.
scores (i.e., summary not contradicting, either entailed by or neutral
to the document) and BERTScores.

a.3.3 Text Editing Results

We also train the Fame models on two text editing tasks: (i) for sen-
tence fusion – the problem of combining multiple sentences into a
single coherent sentence – we used the “balanced Wikipedia” por-
tion of the DiscoFuse dataset Geva et al. (2019), and (ii) for split-and-
rephrase – the reverse task of sentence fusion – we used the WikiSplit
dataset Botha et al. (2018), which consists of 1M examples of sen-
tence splits extracted from the Wikipedia edit history. As the name
suggests, both text editing tasks require a low degree of abstraction.

For both the tasks, we train the models for 300k steps with a global
batch size of 256. The input and output are padded to a length of
128, which covers 100% of the training, evaluation and test data. The
vocabulary for functional tokens F is constructed by taking the top
100 and 500 sentence pieces for DiscoFuse and WikiSplit respectively.

We report corpus-level BLEU2, the exact match accuracy, and SARI
scores Xu et al. (2016)3. The results can be seen in Table 24. The vanilla
Pegasus model already beats the current state-of-the-art on both Dis-

2 We use NLTK v3.2.2 with case sensitive scoring to estimate BLEU scores.
3 SARI is a lexical similarity metric which compares the model’s output to multiple ref-

erences and the input in order to assess the model’s ability to add, delete, and keep
an n-gram. It’s implementation is available at: https://github.com/tensorflow/

tensor2tensor/blob/master/tensor2tensor/utils/sari_hook.py.
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DiscoFuse Exact SARI BLEU

(Geva et al., 2019) 51.1 84.5 –

LaserTagger (Malmi et al., 2019) 53.8 85.5 –

Felix (Mallinson et al., 2020) 61.3 88.8 –

RobertaS2S (Rothe et al., 2020) 66.6 90.3 –

Pegasus (ours) 67.4 90.5 95.8

PegFame (ours) 67.8 90.7 95.9

WikiSplit Exact SARI BLEU

(Botha et al., 2018) 14.3 61.5 76.4

LaseTagger (Malmi et al., 2019) 15.2 61.7 76.3

RobertaS2S (Rothe et al., 2020) 16.4 63.8 77.4

Pegasus (ours) 16.6 64.1 77.4

PegFame (ours) 16.8 64.1 77.3

Table 24: Text editing results on Discofuse and WikiSplit. The underlined
scores beat the current state-of-the-art and the bold scores are the
new state-of-the-art.

coFuse and WikiSplit. The PegFame model performs better, albeit by
a small margin, on all metrics on DiscoFuse. On WikiSplit, it has a
higher exact match accuracy while maintaining the SARI score and
performs 0.1 BLEU worse than Pegasus.

a.3.4 Controlled Generation with focus attention using Top-k tokens

Table 25 presents results from our controlled summary generation ex-
periments with top-k tokens from tX using focus attention (Focustop,k)
on the XSum test set. In Figures 20 and 21, we describe how RobFame

consistently outperforms PegFame at lower values of k ∈ {50, 100, 200, 500, 1000}
due to their peaky and smooth tX, respectively. While Figure 21 only
plots rouge-1 F1 scores, Table 25 additionally reports rouge-2, rouge-
L, entailment, Feqa, and BERTScores. Figure 27 presents predictions
from models using Focustop,k for the article presented in Figures 18

and 26.

a.3.5 Diverse Summarization with Divtop,k, Divnucleus and Focussample,k

Figures 28, 29, 30, 31, 32, 33, and 34 show the diverse summaries gen-
erated using Focussample,k, Divtop,k and Divnucleus sampling methods
for the article shown in Figure 26.

a.4 chapter 7

a.4.1 Language Partitions

The languages from the following families in UD are held out for
evaluation (16 treebanks, 14 languages in total): Northwest Caucasian
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Metrics
rouge

ent. Feqa BERTScore
R1 R2 RL

RobertaS2S 41.45 18.79 33.90 39.1 19.8 80.6

RobFame 42.15 19.68 34.81 41.3 21.2 80.8

RobFame (Focustop,k=50) 30.90 10.60 24.85 27.1 10.6 74.2

RobFame (Focustop,k=100) 33.62 12.39 27.14 30.3 12.4 74.2

RobFame (Focustop,k=200) 35.99 14.12 29.23 32.4 13.9 77.3

RobFame (Focustop,k=500) 38.29 16.04 31.30 35.8 15.9 78.6

RobFame (Focustop,k=1000) 39.58 17.18 32.49 37.3 17.3 79.3

RobFame (Focustop,k=10000) 41.58 19.13 34.30 40.7 20.2 80.5

Pegasus 44.85 22.26 37.03 43.6 24.5 81.7

PegFame 45.31 22.75 37.46 44.8 24.8 81.9

PegFame (Focustop,k=50) 24.30 7.52 19.32 20.8 8.0 68.8

PegFame (Focustop,k=100) 27.77 9.26 22.09 24.1 9.3 71.3

PegFame (Focustop,k=200) 31.05 11.14 24.82 27.0 10.8 73.6

PegFame (Focustop,k=500) 34.99 13.65 28.19 31.0 13.0 76.2

PegFame (Focustop,k=1000) 37.40 15.30 30.16 33.6 14.9 75.9

PegFame (Focustop,k=10000) 42.76 19.89 34.97 40.2 20.1 80.5

Table 25: Assessment of controlled summary generation with focus sam-
pling Focustop,k on the XSum test set. We experiment with lim-
iting Fame models to different sizes of vocabulary Vk using the
topic distribution tX; in particular, we experiment with k =

{50, 100, 200, 500, 1000, 10000}. We also report numbers for Rober-
taS2S, RobFame, Pegasus and PegFame, using the whole vocab-
ulary of size 50k. The bold results in each block are the best per-
forming RobertaS2S-based and Pegasus-based models.

(Abaza), Mande (Bambara), Mongolic (Buryat), Basque, Tupian (Mbya
Guarani), Creole (Naija), Tai–Kadai (Thai), Pama–Nyungan (Warlpiri),
Austronesian (Indonesian, Tagalog), Dravidian (Tamil, Telugu), Niger-
Congo (Wolof, Yoruba). As all 8 languages in TiDiQA belong to fam-
ilies with at most 2 members in the dataset, we randomly create two
partitions: in the former, Finnish, Korean, Bengali, and Arabic are
used for evaluation, and the others for training; in the latter, Russian,
Indonesian, Telugu, and Swahili are used for evaluation, and the oth-
ers for training.

a.4.2 Hyperparameter Setting

pos tagging . For POS tagging: (i) the batch size was 32, (ii) the
maximum sequence length was 128, (iii) the number of epochs was
20, with a patience limit of 10, (iv) both outer and inner learning rates
were 5× 10−5, (v) the number of episodes per iteration was 32, (vi)
the number of inner loops per outer update was 4, (vii) the number of
shots (k) during training was 30, and (viii) the hidden layer dropout
probability for the classifier was 0.2.
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Gold Australia has expelled an Israeli diplomat saying Israel was behind the
forging of Australian passports linked to the murder of a Hamas oper-
ative in Dubai.

Article Australia’s foreign minister said these were “not the actions of a friend”.

The UK took similar action in March, after concluding that Israel was
responsible for the use of forged UK passports in the plot.

The Israeli foreign ministry said Australia’s decision was disappointing.

Ministry spokesman Yigal Palmor said it was “not in line with the im-
portance and the quality of the relationship between our countries”.

’Sorrow not anger’

At least four forged Australian passports were used in the killing of
Mahmoud al-Mabhouh in Dubai in January. The originals belonged to
Australians living in Israel.

The Australian government said a police investigation had left it in no
doubt that the Israeli authorities were behind “the abuse and counter-
feiting of the passports”.

As a result Foreign Minister Stephen Smith asked Israel to withdraw a
diplomat, whom he did not identify.

“The decision to ask Israel to remove from Australia one of its officers
at the Israeli embassy in Canberra is not something which fills the Aus-
tralian government with any joy,” he said.

“On the contrary, the decision was made much more in sorrow than in
anger.”

Passports from France, Ireland, Germany and Britain were used in the
operation, and in March, the British government expelled an Israeli
diplomat from London.

The Israeli government has said there is no proof that it was behind
the killing, although Dubai officials have said they are 99.9% sure that
agents from Mossad were responsible.

RobertaS2S Australia has asked Australia to withdraw an Israeli diplomat from its
embassy in Canberra after an alleged plot to kill a Abu Dhabi militant
in Dubai.

RobFame Australia has asked Israel to withdraw one of its diplomats from its
embassy in Canberra after it admitted it used forged passports.

Pegasus Australia has expelled an Israeli diplomat after concluding that forged
Australian passports used in the killing of a Hamas militant in Dubai
were issued by Israel.

PegFame The Australian government has expelled an Israeli diplomat over the
use of forged Australian passports in the killing of a Hamas militant in
Dubai.

Figure 26: A 2010 BBC article from the XSum testset, its human written
summary and model predictions from RobertaS2S, and Pega-
sus, with and without Fame. The text in orange is not supported
by the input article.

qa . (i) the batch size and k were reduced to 12 due to memory
constraints, (ii) the maximum context length was 336, and the docu-
ment stride was 128, (iii) the maximum question length was 64, (iv)
the inner and outer learning rates were 3× 10−5.

For all J baselines, we used a uniform language sampler, since
proportional sampling performed worse. As an optimiser, we chose
Adam with a learning rate of 5 × 10−5, a weight decay of 0.1; we
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RobFame

(Focustop,k=50) Australia has said it will not be expelled an ambassador from
Australia following the alleged s agent for the so-called Arab
Arab State.

(Focustop,k=100) Australia has said it will not be expelled an ambassador from
Australia following the killing of a terror agent in the Arab
world.

(Focustop,k=200) Australia has said it will not be expelled an ambassador from
Australia following the killing of an Australian terror suspect
in the Arab world.

(Focustop,k=500) Australia has asked Israel to end its diplomatic investigation
into an alleged plot to murder an Australian terror suspect.

(Focustop,k=1000) Australia has asked Israel to strip an ambassador from its
embassy following the death of an Arab man in Dubai.

(Focustop,k=10000) Australia has asked Israel to withdraw one of its diplomats
from its embassy in Canberra following the death of a terror
suspect.

PegFame

(Focustop,k=50) The Israeli government has been expelled from the country
after it was found that the country’s security agency, the Is-
raeli intelligence agency, was to be to be found to have used
a number of the country’s out-of-country p when it was used
in the Emirates car-j best.

(Focustop,k=100) The Israeli government has been expelled from the country
after it was found that the country’s security agency, the Is-
raeli intelligence agency, had used the country’s visas in the
Emirates terror.

(Focustop,k=200) The Australian government has expelled an Israeli diplomats
after it found that the country’s security agency, the Israeli
intelligence agency, had used the country’s visas in the Emi-
rates terror attack.

(Focustop,k=500) The Australian government has expelled an Israeli diplo-
matic staff after accusing the country’s security agency, the
Israeli intelligence agency, of using a number of Australian
visas in the Emirates terror attack.

(Focustop,k=1000) Australia has expelled an Israeli diplomatic staff after accus-
ing the country’s security agency, the Israeli military’s intel-
ligence agency, of being responsible for the use of Australian
visas used in the killing of a Palestinian.

(Focustop,k=10000) Australia has expelled an Israeli diplomat over the use of
forged Australian passports in the killing of a Hamas mili-
tant in Dubai.

Figure 27: Model predictions with focus sampling Focustop,k, a controlled
generation setting. The text in orange is not supported by the
input article. We note that with smaller values of k, both Rober-
taS2S-based and Pegasus-based models tend to hallucinate more
often.

clipped the gradient to a maximum norm of 5.0. For all MAML mod-
els, we performed 4 updates in the inner loop, both during training
and fast adaptation (few-shot learning). We ran our experiments on a
48GB NVIDIA Quadro RTX 8000 GPU with Turing micro-architecture.
Each run took approximately 2 hours for training and 3 hours for few-
shot learning and evaluation.
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Dataset k J B MM NP MM+ NP+

ab
q_a

tb
0 14.34 24.11 20.41 26.81 16.42 22.55

5 33.32±5.58 35.03±5.85 37.61±4.57 39.23±5.41 37.41±7.3 39.95±5.93

10 37.52±2.28 40.38±5.75 43±3.63 42.7±5.3 43.57±7.31 46.56±4.91

20 40.83±6.53 44.92±7.08 45.83±5.59 45.25±7.26 45.21±9.4 48.12±7.19

bm
_c

rb
0 29.56 30.85 29.2 28.57 30.44 30.22

5 45.6±3.47 50.83±3.33 46.04±3.95 45.14±3.73 48.2±3.74 48.32±3.63

10 49.75±1.23 54.4±2.73 50.35±2.7 50.01±2.74 51.65±2.87 51.28±3.4

20 54.03±1.52 57.53±1.68 53.12±2.16 53.39±1.85 54.38±1.85 53.89±2.08

bxr
_b

dt
0 48.85 51.71 50.41 50.49 54.21 51.94

5 51.29±1.67 51.81±2.18 51.57±2.21 51.62±2.17 53.09±2.08 51.83±2.31

10 53.64±0.96 54.95±1.68 54.18±1.53 54.25±1.63 55.47±1.8 55.17±1.43

20 56.18±1.13 57.23±1.17 56.48±1.49 56.97±1.2 58.19±1.38 57.29±1.12

eu
_b

dt
0 70.2 71.76 73.22 72.57 73.54 73.29

5 74.7±1.39 75.74±1.69 75.42±1.59 75.77±1.94 76.58±1.64 76.52±1.64

10 76.51±2.38 78.1±1.25 77.52±1.01 78.08±1.21 78.73±1.36 78.19±1.38

20 78.52±0.67 80.09±0.87 79.47±0.84 80.01±0.76 80.69±0.91 80.24±0.78

gun_th
om

as
0 32.06 35.72 33.91 31.97 33.87 33.84

5 40.65±2.27 42.62±3.05 43.28±2.64 42.32±2.45 43.12±2.63 42.46±2.37

10 44.06±0.99 45.65±2.33 45.92±2.59 45.23±2.31 46.98±2.49 45.41±2.25

20 46.46±2.07 47.96±2.11 50.34±2.3 48.15±2.09 50.67±2.15 48.44±1.74

id
_g

sd
0 77.24 77.97 77.68 74.79 77.85 76.15

5 82.2±1.22 83.47±1.22 82.72±1.47 82.35±1.68 83±1.5 82.47±1.57

10 83.63±0.93 84.69±0.91 84.28±1.17 84.06±1.09 84.4±1.03 84.69±0.96

20 84.75±0.61 85.75±0.59 85.82±0.58 85.35±0.68 85.94±0.66 85.86±0.69

id
_p

ud
0 68.46 69.41 69.27 68.67 69.41 68.72

5 73.07±1.39 73.96±1.5 73.5±1.48 74.17±1.43 74.52±1.46 73.82±1.56

10 74.91±1.33 75.7±1.19 75.5±1.08 75.87±1.15 76.42±0.8 75.85±0.94

20 76.17±0.57 77.18±0.72 77.06±0.49 77.28±0.68 77.75±0.57 77.39±0.71

pcm
_n

sc
0 61.97 40.78 45.77 40.76 41.21 56.83

5 78.17±1.58 77.87±1.27 77.42±1.67 76.48±1.74 77.33±1.55 77.71±1.78

10 80.06±1.24 79.28±1.25 78.96±1.1 78.41±1.1 78.71±0.94 80.03±1.37

20 81.61±0.85 80.6±0.81 80.17±0.8 79.97±1 80.13±0.72 81.99±0.99

Table 26: POS tagging results on all evaluation languages: Part 1.
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Dataset k J B MM NP MM+ NP+

ta_
ttb

0 55.65 56.31 58.12 58.47 60.18 55.93

5 72.29±2.03 72.39±2.21 71.37±1.7 72.28±2.46 72.34±2.13 70.19±2.3

10 74.73±2.27 75.36±1.47 73.7±1.36 75.51±1.54 75.11±1.47 73.69±1.73

20 76.23±1.19 77.56±1.38 75.75±1.39 77.83±1.33 77.44±1.3 76.29±1.49

te_
m

tg
0 75.21 75.87 77.49 75.43 76.28 76.29

5 76.45±2.57 73.9±3.87 75.32±2.9 74.74±3.63 74.97±2.87 74.37±3.46

10 78.68±1.74 77.16±2.55 78.26±2.09 77.55±2.29 77.57±2.12 76.94±2.83

20 80.13±1.97 79.66±1.64 79.99±2.15 80±2.22 80.09±1.98 80.08±1.99

th
_p

ud
0 42.51 42.71 43.76 43.3 46.81 43.07

5 58.05±2.53 59.83±2.35 60.02±2.62 61.18±2.74 61.12±2.95 60.15±2.05

10 61.71±2.17 63.57±1.72 63.85±1.9 65.14±1.67 65.4±1.87 63.34±1.75

20 65.05±1.28 66.39±1.38 66.62±1.08 67.99±1.41 68.72±1.28 66.27±1.36

tl_
trg

0 76.9 77.43 77.59 85.12 82.27 80.62

5 83.01±3.52 82.95±3.66 84.09±4.75 84.5±4.14 84.4±4.01 84.01±4.64

10 85.78±1.66 85.4±2.06 86.86±2.3 87.27±2.62 87.23±2.87 87.42±2.12

20 87.27±2.04 87.48±2.32 88.69±1.96 89.1±2.34 89.2±1.85 89.24±1.86

tl_
ugnay

an
0 60.37 64.38 63.58 63.01 64.41 64.76

5 74.8±1.86 76.35±2.27 75.73±2.01 75.2±2.37 78.13±2.01 76.91±2.44

10 77.02±3.68 79.31±1.48 78.35±1.64 78.93±1.3 80.69±1.71 79.28±1.62

20 78.91±1.44 82±1.07 80.86±1.04 81.14±1.32 82.66±1 81.71±1.31

wbp_u
fal

0 26.64 24.55 28.62 27.21 27.96 30.18

5 58±4.23 56.83±4.94 57.07±4.67 58.52±4.98 59.13±4.86 59.68±6.1

10 64.72±1.72 63.34±4.41 64.51±3.43 65.94±3.88 65.2±4.03 66.32±3.63

20 71.84±3.39 66.67±3.67 70.45±3.46 70.6±3.29 67.98±3.77 70.75±3.55

wo_w
tb

0 34.79 33.05 34.72 34.11 34.09 35.27

5 46.12±2.41 45.47±2.7 45.86±2.36 46.69±2.23 47.49±2.66 46.49±2.3

10 50.01±2.03 48.49±1.69 49.13±2.18 49.69±1.79 50.97±2.1 49.67±2.1

20 53.32±1.19 51.27±1.39 52.73±1.65 52.79±1.15 53.97±1.45 52.58±1.55

yo
_y

tb
0 41.46 47.34 45.31 45.59 50.45 49.1

5 59.59±3.02 62.93±2.71 61.66±2.54 61.26±2.8 64.5±2.51 63.3±3.09

10 63.34± 66.71±1.63 65.68±2 65.39±2.17 68.18±1.63 67.31±1.5

20 67.23±1.06 69.14±1.19 69.45±1.01 68.56±1.43 70.9±1.1 69.58±1.25

Table 27: POS tagging results on all evaluation languages: Part 2.
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RobFame (Focussample,k)

Australia has asked Israel to strip one of its diplomats from its embassy following the
death of an Arab man in Dubai.

Australia has asked Israel to end its diplomatic investigation into an alleged plot to
murder an Australian terror suspect.

Australia has asked Israel to strip one of its diplomats from its embassy in Australia
over the death of a terror suspect.

PegFame (Focussample,k)

The Australian government has expelled an Israeli diplomatic staff after accusing it of
using a number of Australian visas in the killing of a Palestinian in a car bombing.

The Australian government has expelled an Israeli diplomatic staff after it said the
country was responsible for the use of Australian visas used in the killing of a Pales-
tinian in a car bombing.

Australia has expelled an Israeli diplomatic staff after accusing the country’s security
agency, the Israeli military’s intelligence agency, of being responsible for the use of
Australian visas used in the killing of a Palestinian.

Australia has expelled an Israeli diplomatic mission after accusing the country’s secu-
rity agency, the Israeli military’s intelligence agency, of being responsible for the use
of Australian visas used in the killing of a Palestinian in the Arab city of Emirates.

The Australian government has expelled an Israeli diplomatic staff after it said the
country was responsible for the use of Australian visas used in the killing of a Pales-
tinian in the Middle East.

Figure 28: Fame model predictions with Focussample,k (k = 10000). The text
in orange is not supported by the input article.

a.4.3 Additional Experiments & Results

additional results . Tables 26 and 27 contain POS tagging F1
scores of all languages, for all models, in both zero and few-shot
settings. Tables 28 and 29 show the exact match and F1 scores for
QA.

sinusoidal regression. After delving into real-world, large-
scale NLP applications, we additionally illustrate the effect of the
alternative criteria on other ML domains. We run a proof-of-concept
experiment on a toy task where we can fully control the distribution
of the training and evaluation data, viz. regression of a sinusoidal
function.

For this task, we follow the same experimental setting and hyper-
parameters of Finn et al. (2017): combinations of amplitudes a ∈
[0.1, 5] and phases p ∈ [0,π] determine a set of tasks characterised
by the function y = sin(x− p) · a. The inputs are sampled at random
from the interval x ∈ [−5, 5].

While both train and evaluation tasks in the original version were
sampled uniformly from identical ranges, we also construct an alter-
native setting with skewed distributions sampled from disjoint ranges:
during training, a ∈ [2.5, 5] and p ∈ [π2 ,π]; during evaluation, a ∈
[0.1, 2.5] and p ∈ [0, π2 ].

For Minimax MAML, we aim at learning the distribution over tasks
adversarially. In particular, we consider two separate discrete categori-
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RobertaS2S (Divtop,k)

Australia has asked for an Ivan “shivers” officer to be asked to leave Australia after
the performance of an Israeli flag was alleged to have been used as terrorism suspects
in Dubai.

Australia has asked an Israeli ambassador to Sydney over an alleged implicated Aus-
tralian diplomat alleging the murder of a Australian national in Dubai.

Israel has asked Israel to withdraw an Israeli ambassador from Canberra amid claims
that the alleged invasion of its territory by a foreign agent was behind the murder of
a terror suspect in Abuabad.

Australia has asked Israel to withdraw a diplomat Izzy Kanhuh, an Israeli diplomat
involved in solving tensions over the sale of imported shotguns for the Dubai Abu
Dhabiuddin bombing.

Australia has asked Australia to withdraw an ambassador from the country, amid
a growing row over the alleged role of an Israel-based Abu Abu Malak director of
agents.

Australia has asked Israel to replace its ambassador over a fatal stabbing in Sydney
last week.

Australia has asked Israel to withdraw an Egyptian diplomat following the suicide of
a suspected Abu Abu Mabhulas in the Australian capital, Canberra.

Australia has asked Australia for an official withdrawal from its embassy in Sydney
after the death of a Palestinian diplomat in a Dublin diplomatic fanbase earlier this
month.

Australia has asked Israel to withdraw an Israeli diplomat as part of a probe into the
alleged involvement in the murder of a Abu Abuab militant.

Australia has asked an Israeli diplomat to be withdrawn from the country over the
Diamondad bombing of a Abu Waduh as part of an investigation into its 2002 murders
of a Abu Abu Baye bomber.

RobFame (Divtop,k)

Australia has played down claims its state ambassador was involved in finding out
why the Mossad spy agent was behind the Rio stabbing.

Australia has asked Israel to withdraw one of its diplomats after it confessed the
so-called Mossad agent agent had used a fake Melbourne funery.

Australia says it will withdraw an envoy after the Israel spy agent accused of involve-
ment in the murder of an Arab smuggler was suspended.

Australia has asked Israel to expel one of its citizens after the country leaked the state
agent that led later a deadly mafia murder in Dubai.

Australia has asked Israel to withdraw its consulate at Canberra because from its
embassy after it claimed it used the Falcon fuelling plan for a suicide bomb.

Australia has asked Israel to withdraw its support for Europe’s embassy for its arrest
of an Edinburgh diplomat over the death of a heroin smuggling gang.

Australia has asked Israel to remove an ambassador from its embassy over the shoot-
ing dead of an Australian man on a Dubai delivery scheme.

Australia is to withdraw a diplomat from its embassy in Canberra over allegations it
worked on the mastermind for an alleged spying plot for the Mossad operation.

Australiachas asked Israel to withdraw an anonymous diplomat from its embassy
following investigation into the passage of a Falcon recruiting device.

Australia has asked the Israeli embassy to pull out of its alleged response to the
murder of a British terror suspect, accusing it of responsibility.

Figure 29: Diverse summaries predicted using RobertaS2S and RobFame

models with Divtop,k.

cal distributions for amplitudes softmax(τ(a)u ) and phases softmax(τ(p)u )
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RobertaS2S (Divnucleus)

Australia says man hasenzelled an Israeli envoy following the arrest of one of its
diplomats in Dubai from the countries’ deepest-running terrorism resistant group.
badly documented.

Australia has asked for Israel to out retrieving an Israeli diplomat who was expelled
from the country after Australia accused the FBI of involvement in a 2013 murder in
rogue Myersad drug smuggling operation.

Australia has asked Israel to remove an envoy from its embassy in Sydney in an
escalating row over the killing of a Yazad Bin Ab alcohol dealer in the United Arab
Emirates.

Australia has asked Israel to clarify its response to a data breach cull from rendition
with a relapse of a suspected Abu Abuabuded jihadist.

Australia has asked Australia to pull out of Israel after an Israeli diplomat was accused
of having used sreleased Australian agent Abuadab in the murder of an Abu Dhabi
carrier.

Australia Herb Allen has led Australia’s ambassadorsaints over an investigation into
what was allegedly led by one of its diplomats at Nessadab consultancy in Dubai.

Australia has urged Israel to withdraw an ambassador pshorze over alleged links to
the murder of a Sydney binnington.

Australia has asked the Israeli ambassador to Australia over an inferno at a Sydney
diplomatic consulate for a senior recruiter which printers had wanted a Willis bin
Laden agent to be charged.

Australia has asked Australia for the withdrawal of an Israeli ambassador after an in-
vestigation into it was linked to a Vietnam-based gang in which a young dungeonsad
spy was killed.

Australia has asked Israel for an emotional withdrawal from its embassy in Canberra,
accusing an Israeli diplomat of involvement in a feuding plot to kill a terror suspect.

RobFame (Divnucleus)

Australia has asked Israel to withdraw an Israeli official over a Team Mossad bomb
plot that left one of its suspects in the Dubai Arab desert.

Australia has asked all Israeli diplomats to leave Canberra after the living place of an
alleged Russian special forces agent was identified at the email bug held bymacadad.

Australia is to withdraw an official sensitivity inquiry from its foreign ministers after
Israel was accused of involvement in a plot to kill a Dubai terror suspect.

Australia has asked Israel deep back into allegations it carried out a wanted plot
Cunning deaths in a Dubai plot by Mossad agents.

AustraliaplayedAX has asked the Israeli government to withdraw an official language
envoy from its embassies following the killing of a murdered cons consulate officer.

Australia has asked an Israeli official to withdraw an official ambassador after it made
a murder in a deadly shooting Presumably by Mossad.

Australia has asked Israel over allegations that an agent used forged passports to plot
the Woolstroken murder by agentsbased in Pakistan.

Australia has asked Israeli authorities to withdraw an official diplomat from Australia
after the mafia was accused by the Israel embassy of contributing to its alleged failed
murder of an Alquer Arab Shia terrorist.

Australia has asked an Israeli embassy to withdraw a diplomat from Australia follow-
ing the Jewlands’ murder of an unnamed man.

Australia has annexed its embassy up tolishes at the start of the year after Israel
confirmed it assessed the role of an undercover officer during the Dubai heroinmer
plot.

Figure 30: Diverse summaries predicted using RobertaS2S and RobFame

models with Divnucleus.
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RobFame (Focussample,k, Divtop,k)

Australia has asked Israel to answer the decision to honour its state ambassador fol-
lowing the alleged involvement in the killing of a Dubai terror suspect.

Australia has asked Israel for a second diplomat to be expelled from Australia after
an alleged plot to murder a man in a bomb plot linked to Mossad.

Australia has asked Israel to make a state diplomat its top diplomat after an alleged
plot to bomb an Arab Emirates terror operation was blamed on a terror agent.

Australia has asked Egypt to end its diplomatic at-top diplomatic response to the
murder of a top Arab diplomat in the Arab world.

Australia has asked Israel to be expelled from the embassy in Australia following the
death of a Sydney spy in a spy investigation.

Australia has asked Israel to to strip an diplomat of its consulate from its embassy
since a deadly operation against the Mossad spy agent at a terror squad in Australia
last month.

Australia has asked the Israel embassy to withdrawing its diplomats following the
death of an Arab man by Mossad agents.

Australia has asked Israel to end the original accusations that a diplomat is responsi-
ble for the killing of an agent from Mossad.

Australia has asked Israel to answer the investigation that admitted its diplomats used
his agent as a suicide bomb in a Dubai plot.

Australia has asked Israel to support its ambassador after it admitted being involved
in the murder of a suspect in the deadly one-off terror killing in a Melbourne bomb
attack.

RobFame (Focussample,k, Divnucleus)

Australia has asked Israel to expelled an embassy diplomat over a deadly Sydney plot
to spy on the Mossad operation.

Australia has asked Israel to end its diplomatic inruru from Australia after it accused
its diplomatic staff of involvement in last year’s deadly attack on a Melbourne terror
attack.

Israel has asked Israel to make an embassy ambassador over a deadly email killing of
a man in a terror plot.

Australia has asked Israel to strip its diplomatic staff of its passport following an
alleged plot to murder a Dubai terror suspect.

Israel has asked Israel to expelled one of its diplomats after the Mossad agent accused
a Melbourne man of being the agent for the Mossad spy agent for his role in an alleged
plot to murder a man.

Australia has asked Israel to strip a top envoy from his embassy following its investi-
gation into the killing of an alleged spy in a Melbourne email plot.

Australia has asked Israel to expelled one diplomat following allegations it used a
military agent to spy for Mossad.

Australia has asked the Israel embassy to be expelled from Australia after an Aus-
tralian diplomat was found guilty of his role in the murder of an Australian terror
suspect.

Australia is to expelled its top diplomat from Australia after his country was accused
by the UN of being responsible for an alleged plot to murder a Melbourne-Arab m
intelligence agent.

Australia has asked Israel to strip an ambassador from its embassy, in response to the
death of a Sydney-from-agent for the so-called “Mossad, was responsible”.

Figure 31: Diverse summaries predicted using RobertaS2S and RobFame

models with Focussample,k.

over their respective ranges discretised into 1,000 atoms. Hence, the
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probability of a task with the i-th amplitude value and the j-th phase
value is simply τ(a)i × τ(p)j .

The results for sinusoidal regression are shown in Figure 37. Vanilla
MAML (Bayes criterion) consistently outperforms the minimax crite-
rion when the task distribution is identical; on the other hand, the
reverse occurs when the task distribution is skewed. MM performs
much better in this case, with the gap in performance increasing as
the shots k decrease. This verifies our hypothesis that the minimax
criterion should benefit out-of-distribution regression tasks.
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Dataset k J B MM NP MM+ NP+

Ara
bic

0 48.97 49.29 51.47 51.36 49.4 48.64

5 52.2±3.92 50.19±3.52 53.38±3.52 51.48±3.2 49.27±3.89 51.27±4.75

10 54.51±2.47 52.81±2.93 54.96±2.93 53.67±2.16 52.05±3.27 53.67±3.43

20 56±1.85 54.64±1.86 56.59±1.56 55.43±1.86 54.45±1.94 55.78±2.13

Ben
gali

0 45.13 46.02 51.33 44.25 45.13 51.33

5 46.32±3.48 45.3±3.11 50.76±3.03 47.22±3.3 45±2.98 49.45±3.17

10 47.22±3.15 46.44±3.08 50.83±2.94 49.39±3.84 45.98±3.7 50.01±3.22

20 49.47±3.54 48.24±4.15 52.37±3.57 50.21±3.62 47.68±3.31 51.24±3.03

Fin
nish

0 42.33 43.61 47.95 49.36 47.83 46.42

5 46.5±4.96 45.75±3.21 47.69±3.48 48.75±3.21 45.66±3.53 47.57±4.21

10 48.56±2.65 47.25±2.81 49.43±2.78 50.28±3.1 46.85±2.77 48.55±3.1

20 49.81±2.09 48.82±2.77 50.43±2.34 52.22±3.01 48.18±2.48 50.89±2.49

Kore
an

0 50 50.72 53.62 48.55 51.45 53.62

5 51.37±2.52 49.5±2.76 51.87±2.11 49.52±2.48 49.57±2.35 52.17±2

10 52.63±2.41 50.63±2.46 52.29±1.85 50.1±2.29 50.29±2.51 53±1.93

20 54.07±2.11 51.88±2.15 53.55±1.91 51.87±2.03 51.71±2.13 53.67±2.16

In
dones

ian
0 56.46 51.86 54.87 56.28 52.74 56.28

5 57.99±2.94 55.49±3.18 56.04±2.99 57.61±2.7 55.53±3.82 55.39±2.67

10 59.4±2.49 57.11±2.81 58.54±2.49 58.59±1.96 57.08±2.84 56.86±1.95

20 60.99±2.09 58.99±2.51 60.76±2.21 59.9±1.69 59.11±2.07 57.95±1.94

Russi
an

0 44.21 43.23 41.01 40.39 41.01 37.44

5 49.45±4.36 47.41±3.92 46.66±4.01 46.83±4.34 46.2±4.61 44.09±5.38

10 51.84±3.04 49.66±2.83 48.72±3.56 48.81±3.79 47.97±4.43 47.66±4.05

20 53.6±2.45 50.72±2.55 51.05±2.8 51.5±2.75 50.47±2.45 50.25±2.96

Sw
ah

ili
0 43.49 45.29 41.88 41.48 45.69 45.29

5 46.47±5.11 49.07±4.31 48.9±4.88 47.6±4.21 48.8±4.28 47.32±4.3

10 50.06±4.13 51.37±3.45 51.1±3.83 50.37±3.72 49.79±3.59 49.96±3.88

20 54.02±3.06 53.82±2.63 53.94±2.54 52.16±2.89 52.51±3.47 52.65±3.26

Te
lu

gu
0 43.5 42.75 44.54 42 41.7 45.14

5 45.97±2.85 44.58±3.44 45.33±3.91 44.89±3.44 41.87±5.35 42.92±5.36

10 48.11±3.4 46.64±3.1 47.59±2.95 46.4±2.69 45.32±4.23 46.3±3.51

20 50.1±2.55 49.08±2.42 49.21±2.77 48.8±1.97 47.11±2.71 48.88±2.91

Table 28: QA exact-match results on all evaluation languages.
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Dataset k J B MM NP MM+ NP+

Ara
bic

0 65.57 67.38 66.59 67.44 64.98 65.45

5 68.4±3.82 67.09±3.51 69.66±3.45 67.59±3.26 65.92±3.93 67.76±4.86

10 70.56±2.47 69.55±2.88 71.35±2.83 69.82±2.15 68.82±3.64 70.28±3.63

20 72.14±1.78 71.14±1.87 73.21±1.46 71.55±1.88 71.5±1.99 72.26±2.31

Ben
gali

0 57.24 62.57 66.29 59.64 60.28 62.86

5 59.27±2.79 60.04±2.97 64.65±2.84 61.71±3.1 59.46±2.72 61.85±2.65

10 59.88±2.7 60.64±2.86 64.88±2.71 63.52±3.38 60.03±3.28 62.33±2.89

20 62.11±3.15 62.1±3.51 65.93±3.07 64.31±2.95 61.72±2.96 63.86±2.72

Fin
nish

0 61.85 63.57 61.72 63.79 62.12 61.64

5 61.48±3.47 61.76±2.63 61.66±2.84 62.66±2.8 60.49±2.42 61.57±3.94

10 62.98±1.53 62.48±2.03 63.26±2.31 64.14±2.7 61.58±2.15 62.58±2.91

20 63.81±1.57 63.66±2.07 64.65±2.2 65.64±2.84 63±2.24 64.9±2.27

Kore
an

0 60.26 62.71 62.4 58.68 61.2 64.35

5 61.31±2.47 60.82±2.47 61.67±2.17 59.31±2.34 59.27±2.33 62.13±2.01

10 62.52±2.26 62.02±2.1 61.86±2.05 60.03±2.15 59.86±2.51 62.92±1.91

20 64.04±2.01 63.08±1.87 63.43±1.89 61.84±1.97 61.52±1.89 63.55±1.95

In
dones

ian
0 69.96 65.99 70.05 70.82 68.02 70.19

5 71.4±2.81 69.22±3.28 70.61±2.74 71.18±2.17 69.95±3.4 69.37±2.58

10 72.69±2.27 70.79±2.78 72.79±2.53 72.23±1.77 71.33±2.46 70.93±1.96

20 74.11±1.79 72.49±2.57 74.65±2.11 73.52±1.45 73.11±1.8 71.96±1.94

Russi
an

0 65.93 64.15 64.47 63.2 64.13 61.08

5 66.96±1.52 65.11±1.5 65.03±1.39 65.13±1.33 64.58±1.45 62.17±1.61

10 67.86±1.15 66.21±1.28 65.84±1.65 65.89±1.33 65.53±1.46 63.63±1.67

20 68.7±1.01 66.85±1.38 66.94±1.45 67.1±1.38 66.4±1.19 65.01±1.82

Sw
ah

ili
0 60.01 62.63 59.84 58.74 64.13 62.48

5 60.21±4.38 62.7±3.37 62.48±3.72 61.9±3.41 63.43±3.38 61.81±4.06

10 62.62±2.66 64.36±2.31 63.79±3.19 63.6±3.02 63.77±2.88 63.78±3.06

20 65.18±2.09 65.89±2 66.27±1.99 65.48±1.7 66.21±2.19 66.12±2.11

Te
lu

gu
0 52.43 51.1 53.1 52.83 51.93 53.96

5 60.99±5.15 59.6±6.05 59.21±6.17 61.27±5.05 57.91±6.64 57.21±7.33

10 63.99±3.92 62.92±4.19 62.85±3.62 62.63±4.98 61.92±5.1 61.74±5.18

20 65.96±2.37 65.29±2.15 64.53±3.06 65.63±1.61 63.67±2.58 64.9±3.26

Table 29: QA F1 results on all evaluation languages.
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Pegasus (Divtop,k)

Australia has expelled an Israeli diplomat over the use of forged Australian passports in
the killing of Hamas detainee Mahmoud al-Mabhouh in Dubai.

Israel has summoned the Australian ambassador to complain after the Australian govern-
ment said forged passports used in the killing of a Hamas operative in Dubai belonged
to Netanyahu’s foreign ministry.

The Australian government has ordered Israel to withdraw an officer over the use of
forged Australian passports used by the 2013 murder of a Lebanese opposition figure in
Dubai.

The Australian government has expelled an Israeli diplomat over allegations that fake
Australian passports were used to kill a Lebanese militant in Egypt two years ago.

Australia has asked Israel to withdraw a diplomat over the use of forged Australian
passports to kill a Hamas operative in January.

Australia has expelled an Israeli diplomat in a row over the authenticated use of forged
Australian passports in last year’s killing of a Hamas figure in Dubai.

Australia says it is expulsion an Israeli diplomat in protest over Israel’s alleged role in the
killing of a Hamas militant in Dubai.

Australia has recalled a diplomat from Israel after accusing Berlin of fabricating false
passports used in the assassination of a Hamas operative in Dubai.

Israel has been asked to withdraw an official from Australia, accusing it of complicity in
the falsification of Australian passports used in the killing of a Hamas operative in Dubai
in January.

Israel has withdrawn one of its diplomats after Canberra said it concluded that Passport
Bureau agents participated in an internal Mossad plot to kill a Hamas operative in Dubai.

PegFame (Divtop,k)

Australia has expelled an Israeli diplomat after it concluded somebody close to Israel’s
security agency, Mossad, owned forged passports which were used to abduct a Hamas
rocket maker.

Australia has expelled an Israeli diplomat over allegations that its intelligence agency
Mossad was behind the use of forged passports in the killing of a suspected Palestinian
militant.

Australia has expelled an Israeli diplomat amid accusations Israel-run Mossad used
forged Australian passports in the killing of a Hamas militant.

Australia has expelled an Israeli diplomat in a dispute over the use of stolen Australian
passports for a hit in the Dubai killing of a Lebanese militant earlier this year.

An Israeli diplomat has been expelled from Australia after a Sydney police team con-
cluded that agents from the country’s security agency Mossad took part in the poisoning
of Egypt’s president.

The Australian government has expelled an Israeli diplomat, after it concluded that his
desk was responsible for the issuance of forged Australian passports used in the killing
of a Hamas militant.

Australia has recalled her envoy from Israel, after finding that an Israeli diplomat was
responsible for the counterfeiting of passports used by the Unesco agency director who
was killed in Dubai.

The Australian government has asked Israel to withdraw from its Embassy in Melbourne
after accusing it of using forged Australian passports to fund the killing of a Palestinian
militant.

The Australian government has asked Israel to withdraw its ambassador for failing to
acknowledge its role in the use of forged Australian passports in the killing of a British
businessman.

Australia has formally demanded the removal of anIsrael diplomat in response to a de-
cision to accuse the Jewish organisation Mossad of use of forged Australian passports
mentioned in a Dubai bombing plot.

Figure 32: Diverse summaries predicted using Pegasus and PegFame mod-
els with Divtop,k.
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Pegasus (Divnucleus)

Israel hasracuse withdrawn an envoy after the Australian government said it concluded
that Israeli agents used forged passports used to kill a Dubai Bendigo businessman.

Australia has demanded the withdrawal of an Israeli diplomat, saying his arrival in Can-
berra was only necessary to deal with a spillover from the killing of a Hamas militant in
Dubai in January.

The Australian government has recalled an Israeli diplomat over accusation that fake
Australian passports used 436 kilometres (300 miles) from Canberra in the death of a
Hamas militant were stolen by Israeli agents.

The Australian government has recalled aLatis from Israel for having strong evidence
that their embassy was used to counterfeite passports used in the killing of a bidder in
Dubai.

Australia has expelled an Israeli diplomat in a row about the use429 Australian passport-
socally used in the killing of an intends in Dubai. slew of passports were used cosmetics
in the killing.

Australia is seeking to expel an Israeli envoyrolet over the use of forged Australian pass-
ports in the murder of a militant in Dubaiselection.

Australia has expelled an Israeli diplomat after saying it was “certain” eagle-eyed under-
cover agents were Rhys Shapiro and Glenn Clift, who used forged Australian passports
to kill an Soros geneticist in Dubai in 2015.

Australia has removed the Israeli ambassador following a decision to conclude that forged
Australian passports used in the death of a Palestinian Deals in the DesertDex were
collaborated from Israel.

Australia has recalled an Israeli diplomat, accusing Tel Aviv of “engaging in a pattern of
alarming behaviour”, after concluding that forged Australian passports were used in the
killing of a Hamas operative in Dubai.

Israel has expelled one of its diplomats because of allegations that it helped Isabel al-
Mabhouh, a British-based PalestinianORED to be kill in January, by using forged Aus-
tralian passports.

PegFame (Divnucleus)

Australia has summoned Idair Kernatic, a Jerusalem consulate official, inv summoned
after the extraction of a document touting the use of forged passports for a deadly bomb
plot.

Australia has recalled a diplomat from Israel, claiming Israel stole the original identities
of passports used to kill a Hamas operative.

Australia has asked Israel Fever to withdraw a diplomat after New Zealand said Israeli
agents used the fake local passports used to identify a keyoine Killer.

The Australian government has asked Israel to withdraw a diplomat after claiming the
Jewish terror group Mossad used forged Australian passports in a plot to murder a Dubai
imam.

Australia has expelled an Israeli diplomat after confirming fake Australian passports were
used to help the killing ofmagazine boss Mahmoud al-Mabhouh in Dubai.

Australia has withdrawn a military characteristic of Israel after alleging its officials were
behind the use of stolen Australian passportsxiety in a Dubai cash-in-transit plot.

Australia has expel an Israeli diplomat over allegations that the country’s Mossad spy
was behind at least Jong-Bam’s Becket murder.

Australia has withdrawn an Israeli diplomat halves its embassy in Canberra over accusa-
tions the country’s security service, Mossad, was responsible for issuing forged Australian
passports.

Australia has asked Israel to withdraw one of its diplomats from Canberra after finding
that phony Australian passports were used to kill an Egyptian cleric.

Australia has asked Israel to withdraw a diplomat after it said Israel was behinduse parts
of forged Australian passports used in the bombing of a kayaker in Dubai.

Figure 33: Diverse summaries predicted using Pegasus and PegFame mod-
els with Divnucleus.
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PegFame (Focussample,k, Divtop,k)

Australia has expelled an Israeli because “its anti-espionage agents” used visas from other
nations to issue a Palestinian agent’s body £2.3m (£“2.3,1) car and land lift to Hezbollah
in the killing of a senior Palestinian in the city:

The Australian government has ejected an Israeli at its embassy over the use of Australia’s
visas in the killing of a terror attack in the city of D’scale.

Australia has expelled an Israeli diplomats following an investigation into the use of the
country’s travel services as cards used in a terror attack.

Australia has expelled an Israeli embassy transport staff after a police investigation found
the country’s intelligence agency, the Israeli intelligence agency, was at responsible.

Australia has expelled an Israeli embassy gathering after it said the country was responsi-
ble for the use of the use of Australia’s Australian emails in an emailed attack on a former
Australian consulate in the Arab world.

Australia has expelled an Israeli diplomatic side after accusing it of using at first issued
Australian DNA test cards to produce the Irish agent in the stepped-up Emirates bomb-
ing.

Australia has expelled Israeli diplomats after its foreign minister said the country had
been to be responsible for the use of staged Australian emails by Israeli intelligence.

Australia has told Israel to withdraw a diplomatic mission from its country - after it said
it was “in no Petroleum to Finish” the killing of a Palestinian in the killing of a terror the
network by the Israeli security agency, enzymes.

Australia has demanded Israel withdraw a diplomats following the Israel Security Ser-
vice’s use of Israeli-issued Australian travel visas to help one of its agents commit a terror
attack.

PegFame (Focussample,k, Divnucleus)

Australia has expelled an Israeli government agent after accusing it of using the use of
Australian travel visas to help Israel’s intelligence agency, arrest a Palestinian in a drug
operation.

Australia has expelled an Israeli pulled over the use of Australian espionage proteins in
a terror attack.

The Australian government says Israel should withdraw a senior police mission from its
embassy following an investigation into the use of Australian gel-making equipment in
the killing of a Palestinian in a car bombing in a Emirates airport.

Australia has expelled an Israeli diplomats for its support for a Palestinian that was used
to hack the email messages of the former head of the intelligence agency, reasoning that
the expulsion was “in the best security” of the two countries.

Australia has expelled Israel’s second in service special operations, after accusing the
country’s intelligence agency, theahl, of a “poisoning”.

Australia has expelled an Israeli government in protest at “the use” of an Australian
denied diplomatic entry in a diplomatic killing in the Arab city of controversives.

Australia has expelled an Israeli posting at its embassy in a “diplomatic action”, after
it was found that Israeli agents had used issued Australian visas in the killing of an
Egyptian man.

Australia has expelled an Israeli diplomatic, accusing it of using a home-grown Pales-
tinian with a crime on the plane he was using to be arrested in the West.

The Australian government has expel an Israeli diplomatic team, following a public inves-
tigation into the use of Australian visas to help the killing of a Palestinian in the Emirates.

The Australian government has expelled an Israeli embassy consulate in Australia after
saying it was “left in no suggestions” it was responsible for the use of Australian terror
attack credentials in the killing of a Palestinian in the desert.

Figure 34: Diverse summaries predicted using Pegasus and PegFame mod-
els with Focussample,k.
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Figure 35: Bayesian graphical model of MAML, where the variable ϕi is
parameterised as θ− η∇θLTi(fθ,Dtrain).
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Ivan Vulić, and Anna Korhonen (Nov. 2020). “XCOPA: A Mul-
tilingual Dataset for Causal Commonsense Reasoning.” In: Pro-
ceedings of the 2020 Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP). online, pp. 2362–2376. doi: 10.18653/
v1 / 2020 . emnlp - main . 185. url: https : / / www . aclweb . org /

anthology/2020.emnlp-main.185.
Ponti, Edoardo Maria, Helen O’Horan, Yevgeni Berzak, Ivan Vulić,
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